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Abstract

The electronic ground state of a periodic system is usually described in terms of extended

Bloch orbitals, simultaneous eigenstates of the periodic Hamiltonian and of the direct lattice

translations. An alternative representation in terms of localized orbitals has been introduced

by Gregory Wannier in 1937; besides its theoretical relevance in several areas of solid-state

theory, it has gained recent prominence due to its connection with the Berry-phase theory

of bulk polarization, the interest in linear-scaling approaches, and with the development of

general algorithms to derive Wannier functions in the framework of first-principles electronic

structure calculations. The connection between the Bloch representation and the Wannier

representation is realized by families of transformations in a continuous space of unitary

matrices, carrying a large degree of arbitrariness. A few years ago we have developed a

localization algorithm that allows one to iteratively transform the extended Bloch orbitals

of a first-principles calculation into a unique set of maximally-localized Wannier functions

(MLWFs), extending and encompassing Boys formulation for molecules to the solid-state

case. The localization algorithm is independent of the single-particle electronic structure

approach adopted, or the choice of basis set, and it is straightforwardly applied to extended

or periodic solids and to isolated systems. Additionally, a novel disentanglement procedure

allows to extract a maximally-connected manifold of any chosen dimension from a given

energy window, leading to the extension of the original algorithm to the case of systems

without gaps (e.g., metals) and removing the limitation to isolated groups of bands separated

by gaps from higher and lower manifolds. In this Highlight we will outline and summarize

the main results of the theory and algorithm underlying the maximally-localized Wannier-

functions representation, and review some of the applications that have since appeared in

the literature.
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1 Introduction

The electronic ground state of a periodic solid, in the independent-particle approximation,

is naturally labeled according to the prescriptions of Bloch’s theorem: single-particle

orbitals are assigned a quantum number k for the crystal momentum, together with a

band index n. Although this choice is widely used in electronic structure calculations,

alternative representations are available. The Wannier representation [1, 2, 3], essentially

a real-space picture of localized orbitals, assigns as quantum numbers the lattice vector

R of the cell where the orbital is localized, together with a band-like index n.

Wannier functions can be a powerful tool in the study of the electronic and dielectric prop-

erties of materials: they are the solid-state equivalent of “localized molecular orbitals”

[4, 5, 6, 7], and thus provide an insightful picture of the nature of chemical bonding,

otherwise missing from the Bloch picture of extended orbitals. By transforming the occu-

pied electronic manifold into a set of maximally-localized Wannier functions (MLWFs),

it becomes possible to obtain an enhanced understanding of chemical coordination and

bonding properties via an analysis of factors such as changes in shape or symmetry of the

MLWFs, or changes in the locations of their centers of charge. In particular, the charge

center of a MLWF provides a kind of classical correspondence for the “location of an

electron” (or electron pair) in a quantum-mechanical insulator, allowing for the definition

of insightful pair-distribution functions between electrons and ions. This analogy is ex-

tended further by the modern theory of bulk polarization [8, 9], which directly relates the

vector sum of the centers of the Wannier functions to the macroscopic polarization of a

crystalline insulator. Thus, the heuristic identification by which the displacements of the

Wannier centers provide a microscopic map of the local polarization field is augmented,

via the theory of polarization, by an exact statement relating the sum of displacements to

the exact quantum-mechanical polarization of the system. Beside the above points, which

are of obvious physical and chemical interest, the MLWFs are now also being used as a

very accurate minimal basis for a variety of algorithmic or theoretical developments, with

recent applications ranging from linear-scaling approaches [10] to the construction of ef-

fective Hamiltonians for the study of ballistic transport [11], strongly-correlated electrons

[12, 13, 14], self-interaction corrections, and photonic lattices [15, 16].

Wannier functions are strongly non-unique. This is a consequence of the phase indeter-

minacy eiφn(k) that Bloch orbitals ψnk have at every wavevector k. This indeterminacy is

actually more general than just the phase factors; Bloch orbitals belonging to an isolated

group of bands (i.e., a set of bands that are connected between themselves by degeneracies,

but separated from others by energy gaps) can undergo arbitrary unitary transformations

U (k) between themselves at every k. We have recently developed a procedure [17] that

can iteratively refine these otherwise arbitrary degrees of freedom, so that they lead to

Wannier functions that are well defined and that are localized around their centers (in

particular, they minimize the second moment around the centers). Such a procedure can

be applied either to an entire band complex of Bloch orbitals, or just to some isolated

subgroups.
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Figure 1: Amplitude isosurface contours for maximally-localized Wannier functions in Si (left

panel) and GaAs (right panel). Red and blue contours are for isosurfaces of identical absolute

value but opposite signs; Si and As atoms are in green, Ga in cyan. Each unit cell displays

four (spin-unpolarized) equivalent WFs, localized around the centers of the four covalent bonds;

breaking of inversion symmetry in GaAs polarizes the WFs towards the more electronegative

As anion.

2 Method

Electronic structure calculations are often carried out using periodic boundary conditions.

This is the most natural choice for the study of perfect crystals and for minimizing finite-

size effects in the study of several non-periodic systems (e.g., surfaces or impurities). The

one-particle effective Hamiltonian Ĥ then commutes with the lattice-translation operator

T̂R, allowing one to choose as common eigenstates the Bloch orbitals |ψnk 〉,

[ Ĥ, T̂R ] = 0 ⇒ ψnk(r) = eiφn(k) unk(r) e
ik·r , (1)

where unk(r) has the periodicity of the Hamiltonian. There is an arbitrary phase φn(k),

periodic in reciprocal space, that is not assigned by the Schrödinger equation and that we

have written out explicitly. We obtain a (non-unique) Wannier representation using any

unitary transformation of the form 〈nk |Rn 〉 = eiϕn(k)−ik·R :

|Rn 〉 =
V

(2π)3

∫

BZ

|ψnk 〉 eiϕn(k)−ik·R dk . (2)

Here V is the real-space primitive cell volume, and ϕn(k+G) = ϕn(k), for any reciprocal-

lattice translation G. It is easily shown that the |Rn 〉 form an orthonormal set, and that

two Wannier functions |Rn 〉 and |R′n 〉 transform into each other with a translation of a

lattice vector R−R′ [18]. The arbitrariness that is present in ϕn(k) [or φn(k)] propagates

to the resulting Wannier functions, making the Wannier representation non-unique.
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Since the electronic energy functional in an insulator is also invariant with respect to a

unitary transformation of its N occupied Bloch orbitals, there is additional freedom asso-

ciated with the choice of a full unitary matrix (and not just a diagonal one) transforming

the orbitals between themselves at every wavevector k. Thus, the most general operation

that transforms the Bloch orbitals into Wannier functions is given by

|Rn 〉 =
V

(2π)3

∫

BZ

N∑

m=1

U (k)
mn |ψmk 〉 e−ik·R dk , (3)

where U
(k)
mn is a unitary matrix of dimension N . Alternatively, we can regard this as a

two-step process in which one first constructs Bloch-like orbitals

| ψ̃nk 〉 =
N∑

m=1

U (k)
mn |ψmk 〉 (4)

and then constructs Wannier function |wn 〉 from the manifold of states | ψ̃nk 〉. The

extra unitary mixing may be optional in the case of a set of discrete bands that do not

touch anywhere in the Brillouin zone, but it is mandatory when describing a case like

that of the four occupied bands of silicon, where there are degeneracies at symmetry

points in the Brillouin zone. An attempt to construct a single Wannier function from

the single lowest-energy or highest-energy band would be doomed in this case, because

of non-analyticity of the Bloch functions in the neighborhood of the degeneracy points.

Instead, the introduction of the unitary matrices U
(k)
mn allows for the construction of states

| ψ̃nk 〉 that are everywhere smooth functions of k. In this case, the Wannier functions

wn(r − R) = |Rn 〉, can be shown to be well localized: for a Ri far away from R,

wn(Ri − R) is a combination of terms like
∫

BZ
umk(0)eik·(Ri−R) dk, which are small due

to the rapidly varying character of the exponential factor [18]. By way of illustration, the

MLWFs that result from our procedure for the cases of Si and GaAs are shown in Fig. 1.

2.1 Maximally-localized Wannier functions

Several heuristic approaches have been developed that construct reasonable sets of Wan-

nier functions, reducing the arbitrariness in the U
(k)
mn with symmetry considerations and

analyticity requirements [20, 21], or explicitly employing projection techniques on the oc-

cupied subspace spanned by the Bloch orbitals [22, 23] At variance with those approaches,

we introduce a well-defined localization criterion, choosing the functional

Ω =
∑

n

[
〈 0n | r2 | 0n 〉 − 〈 0n | r | 0n 〉2

]
=
∑

n

[
〈r2〉n − r̄2

n

]
(5)

as the measure of the spread of the Wannier functions. The sum runs over the n functions

| 0n 〉; 〈r2〉n and r̄n = 〈r〉n are the expectation values 〈 0n | r2 | 0n 〉 and 〈 0n | r | 0n 〉. Given

a set of Bloch orbitals |ψmk 〉, the goal is to find the choice of U
(k)
mn in (3) that minimizes

the values of the localization functional (5). We are able to express the gradient G = dΩ
dW
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Figure 2: Isosurface contours for a maximally-localized Wannier function in BaTiO3 in the

paraelectric (left) and ferroelectric (right) phase. O atoms are in white, Ti yellow, and Ba

green. The WF is one of the 9 originating from the composite group of the O 2p bands, showing

strong and polarizable hybridization between the 2pz orbital of O and the 3dz2 orbitals of Ti,

usually considered empty in an ionic picture. [From Ref. [19]]

of the localization functional with respect to an infinitesimal unitary rotation of our set

of Bloch orbitals

|unk〉 → |unk〉 +
∑

m

dW (k)
mn |umk〉 , (6)

where dW an infinitesimal antiunitary matrix dW † = −dW such that

U (k)
mn = δmn + dW (k)

mn . (7)

This provides an “equation of motion” for the evolution of the U
(k)
mn, and of the |Rn 〉 de-

rived in (3), towards the minimum of Ω; e.g., in the steepest-descent approach small finite

steps in the direction opposite to the gradient decrease the value of Ω, until a minimum

is reached. The unitary matrices are then used to construct the Wannier functions via

Eq. (3), as illustrated for the semiconductors Si and GaAs in Fig. 1 and for the ferroelectric

perovskite BaTiO3 in Fig. 2.
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2.1.1 Real-space representation

There are several interesting consequences stemming from the choice of (5) as the localiza-

tion functional, that we briefly summarize here. Adding and subtracting the off-diagonal

components Ω̃ =
∑

n

∑
Rm6=0n

∣∣∣〈Rm|r|0n〉
∣∣∣
2

, we obtain the decomposition

Ω = Ω I + Ω̃ = Ω I + ΩD + ΩOD (8)

where Ω I, Ω̃, ΩD and ΩOD are respectively

Ω I =
∑

n

[
〈 0n | r2 | 0n 〉 −

∑

Rm

∣∣〈Rm|r|0n〉
∣∣2
]
, (9)

Ω̃ =
∑

n

∑

Rm6=0n

∣∣〈Rm|r|0n〉
∣∣2 ,

ΩD =
∑

n

∑

R6=0

∣∣〈Rn|r|0n〉
∣∣2 ,

ΩOD =
∑

m6=n

∑

R

∣∣〈Rm|r|0n〉
∣∣2 .

It can be shown that each of these quantities is positive-definite (in particular Ω I, see Ref.

[17]); moreover, Ω I is also gauge-invariant, i.e., it is invariant under any arbitrary unitary

transformation (3) of the Bloch orbitals. The minimization procedure thus corresponds

to the minimization of Ω̃ = ΩD + ΩOD. At the minimum, the elements
∣∣∣〈Rm|r|0n〉

∣∣∣
2

are

as small as possible, realizing the best compromise in the simultaneous diagonalization,

within the space of the Bloch bands considered, of the three position operators x, y and

z (which do not in general commute when projected within this space).

2.1.2 Reciprocal-space representation

As shown by Blount [18], matrix elements of the position operator between Wannier

functions take the form

〈Rn|r|0m〉 = i
V

(2π)3

∫
dk eik·R〈unk|∇k|umk〉 (10)

and

〈Rn|r2|0m〉 = − V

(2π)3

∫
dk eik·R〈unk|∇2

k
|umk〉 . (11)

These expressions provide the needed connection with our underlying Bloch formalism,

since they allow us to express the localization functional Ω in terms of the matrix elements

of ∇k and ∇2
k
. In addition, they allow us to calculate the effects on the localization of any

unitary transformation of the |unk〉 without having to recalculate expensive (at least when

plane-wave basis sets are used) scalar products. We thus determine the Bloch orbitals

|umk〉 on a regular mesh of k-points, and will use finite differences to evaluate the above

derivatives.
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To proceed further, we make the assumption throughout this work that the Brillouin

zone has been discretized into a uniform Monkhorst-Pack mesh, and the Bloch orbitals

determined on that mesh.1 Let b be a vector connecting a k-point to one of its near

neighbors, and let Z be the number of such neighbors to be included in the finite-difference

formulas. We use the simplest possible finite-difference formula for ∇k, i.e., the one

involving the smallest possible Z. When the Bravais lattice point group is cubic, it will

only be necessary to include the first shell of Z = 6, 8, or 12 k-neighbors for simple cubic,

bcc, or fcc k-space meshes, respectively. Otherwise, further shells must be included until

it is possible to satisfy the condition
∑

b

wb bαbβ = δαβ (12)

by an appropriate choice of a weight wb associated with each shell |b| = b. (For the three

kinds of cubic mesh, Eq. (12) is satisfied with wb = 3/Zb2 and a single shell of 6, 8, or

12 neighbors; even in the worst case of minimal symmetry, only six pairs of neighbors

(Z = 12) are needed, as the freedom to choose six weights allows one to satisfy the six

independent conditions comprising Eq. (12)). Now, if f(k) is a smooth function of k, its

gradient can be expressed as

∇f(k) =
∑

b

wb b [f(k + b) − f(k)] . (13)

In a similar way,

|∇f(k)|2 =
∑

b

wb [f(k + b) − f(k)]2 . (14)

It now becomes straightforward to calculate the scalar products involving the reciprocal-

space derivatives of Eqs. (10) and (11), since the only elements needed will be the matrix

elements between Bloch orbitals at neighboring k-points

M (k,b)
mn = 〈umk|un,k+b〉 (15)

The M
(k,b)
mn are a central quantity in our formalism, since we will express in their terms all

the contributions to the localization functional. After some algebra [17] we can obtain the

relevant quantities needed to compute the spread functional, that we report here starting

from the center of nth orbital

r̄n = − 1

N

∑

k,b

wb b Im lnM (k,b)
nn , (16)

to its second moment

〈r2〉n =
1

N

∑

k,b

wb

{[
1 − |M (k,b)

nn |2
]
+
[
Im lnM (k,b)

nn

]2}
(17)

1Even the case of Γ-sampling – where the Brillouin zone is sampled with a single k-point – is encompassed

by the above formulation. In this case the neighboring k-points for Γ are given by the first shell(s) of reciprocal

lattice vectors; the Bloch orbitals there differ only by phase factors exp(iG · r) from their counterparts at Γ. The

algebra does become simpler, though, and will be discussed in a separate section.
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and the different terms in the localization functional

ΩI =
1

N

∑

k,b

wb

(
Nbands −

∑

mn

|M (k,b)
mn |2

)
, (18)

ΩOD =
1

N

∑

k,b

wb

∑

m6=n

|M (k,b)
mn |2 , (19)

ΩD =
1

N

∑

k,b

wb

∑

n

(
−Im lnM (k,b)

nn − b · r̄n

)2
. (20)

From these, we can calculate the change in the localization functional in response to an

infinitesimal unitary transformation of the Bloch orbitals as a function of the M
(k,b)
mn ; once

these gradients are available, it is straightforward to construct a procedure that updates

the U
(k)
mn (and consequently the M

(k,b)
mn ) towards the minimum localization.

3 Localization procedure

We now consider the first-order change of the spread functional Ω arising from an infinites-

imal gauge transformation, given by U
(k)
mn = δmn + dW

(k)
mn , where dW is an infinitesimal

antiunitary matrix, dW † = −dW , so that |unk〉 → |unk〉 +
∑

m dW
(k)
mn |umk〉 . We seek

an expression for dΩ/dW
(k)
mn . We use the convention

(
dΩ

dW

)

nm

=
dΩ

dWmn

(21)

(note the reversal of indeces) and introduce A and S as the superoperators A[B] =

(B − B†)/2 and S[B] = (B +B†)/2i. Defining

q(k,b)
n = Im lnM (k,b)

nn + b · r̄n (22)

R(k,b)
mn = M (k,b)

mn M (k,b)∗
nn ; R̃(k,b)

mn =
M

(k,b)
mn

M
(k,b)
nn

; T (k,b)
mn = R̃(k,b)

mn q(k,b)
n . (23)

and referring to Ref. [17] for the details, we arrive at the explicit expression for the

gradient of the spread functional

G(k) =
dΩ

dW (k)
= 4

∑

b

wb

(
A[R(k,b)] − S[T (k,b)]

)
. (24)

In order to minimize the spread functional Ω by steepest descents, we make small updates

to the unitary matrices, as in Eq. (7), choosing

dW (k) = εG(k)
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where ε is a positive infinitesimal. We then have, to first order in ε,

dΩ =
∑

k

tr [G(k)dW (k)] = −ε
∑

k

‖G(k)‖2 , (25)

In practice, we take a fixed finite step ∆W (k), and the wavefunctions are then updated

according to the matrix exp[∆W (k)], which is unitary since ∆W is antihermitian. The

matrix exp[∆W (k)] can be straightforwardly constructed from the eigenvalues and eigen-

vectors of i∆W (k), that is a regular Hermitian matrix.2 More efficient minimization

strategies should be used when dealing with large systems or very fine k-point meshes

(e.g., conjugate-gradients minimizations).

It should be stressed that the evolution towards the minimum requires only the relatively

inexpensive updating of the unitary matrices, and not of the wavefunctions. We start

from a reference set of Bloch orbitals |u(0)
nk
〉 obtained in our first-principles calculation,

and compute once and for all the

M (0)(k,b)
mn = 〈u(0)

mk
|u(0)

n,k+b
〉 . (26)

We then represent the |unk〉 (and thus, indirectly, the Wannier functions) in terms of the

|u(0)
nk
〉 and a set of unitary matrices U

(k)
mn,

|unk〉 =
∑

m

U (k)
mn |u(0)

mk
〉 . (27)

We begin with all the U
(k)
mn initialized to δmn. Then, each step of the steepest-descent pro-

cedure involves calculating ∆W for a small step in the direction opposite to the gradient,

updating the unitary matrices according to

U (k) → U (k) exp[∆W (K)] , (28)

and then computing a new set of M matrices according to

M (k,b) = U (k)†M (0)(k,b) U (k+b) . (29)

In the most general case, the localization functional can display artificial “unphysical”

local minima; to avoid these, we typically prepare a set of reference Bloch orbitals |u(0)
nk
〉

by projection from a set of initial trial orbitals gn(r) corresponding to some very rough

initial guess gn(r) for the Wannier functions. The gn(r) are projected onto the Bloch

manifold at wavevector k,

|φnk〉 =
∑

m

|ψmk〉〈ψmk|gn〉 , (30)

are orthonormalized via the Löwdin transformation

|φ̃nk〉 =
∑

m

(S−1/2)mn|φmk〉 (31)

2The unitary matrix exp(W ) is obtained diagonalizing H = iW : since W is anti-Hermitian, H is Hermitian

and has real eigenvalues εl and eigenvectors Zmn such that εl =
∑

mn
ZlmHmnZ

†
nl

; then (exp(W ))lm is given by∑
n

Z
†
ln

exp(−iεn)Znm.
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(where Smn = 〈φmk|φnk〉), and finally reconverted to cell-periodic functions with

u
(0)
nk

(r) = e−ik·rφ̃nk(r) . (32)

We then use this set of reference Bloch orbitals as a starting point for the minimization

procedure.

4 Two limiting cases: Isolated systems and large supercells

The formulation introduced above can be significantly simplified in two important cases,

which merit a separate discussion. (i) When open boundary conditions are used instead

of periodic boundary conditions; this is appropriate for treating finite, isolated systems

(e.g., molecules and clusters) using localized basis sets, and is the standard approach in

quantum chemistry. In this case the localization procedure can be entirely recast in real

space, and corresponds to determining Boys localized orbitals of quantum chemistry. (ii)

When the system studied can be described using a large periodic supercell. This is the

case of amorphous solids or liquids; finite systems can also be described in this way, using

large enough supercells so as to eliminate the interactions with periodic images. The

Brillouin zone of a large supercell is sufficiently small that integrations over k-vectors can

be substituted with single-point sampling at its center (the Γ point).

4.1 Real-space formulation

We describe first the real-space localization procedure, changing notation |Rn〉 → |wi〉
to refer to the orbitals of the isolated system that will become maximally localized. We

decompose again the localization functional Ω =
∑

i[〈r2〉i − r̄2
i ] into an invariant part

ΩI =
∑

α tr [PrαQrα] (where P =
∑

i |wi〉〈wi|, Q = 1−P , and ‘tr’ refers to a sum over all

the states wi) and a remainder Ω̃ =
∑

α

∑
i6=j |〈wi|rα|wj〉|2 that needs to be minimized.

Defining the matrices Xij = 〈wi|x|wj〉, XD,ij = Xij δij, X
′ = X −XD, and similarly for Y

and Z, Ω̃ can be rewritten as

Ω̃ = tr [X ′ 2 + Y ′ 2 + Z ′ 2] . (33)

If X, Y , and Z could be simultaneously diagonalized, then Ω̃ could be minimized to

zero (leaving only the invariant part); for non-commuting matrices this is not generally

possible (although one could choose, as in [24], a preferred direction of localization). Our

task is then to perform the optimal approximate simultaneous co-diagonalization of the

three Hermitian matrices X, Y , and Z by a single unitary transformation. Although a

formal solution for this problem is missing, implementing a numerical minimization (e.g.,

by steepest-descents or conjugate-gradient, see below) is fairly straightforward. This

problem appears also in the context of multivariate analysis [25] and signal processing

[26], and has been recently revisited in relation with the present localization approach

[27] (see also Sec. IIIA in Ref. [28]). Since tr [X ′XD] = 0, etc.,

dΩ = 2 tr [X ′dX + Y ′dY + Z ′dZ] . (34)
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We then consider an infinitesimal unitary transformation |wi〉 → |wi〉 +
∑

j Wji|wj〉
(where dW is antihermitian), from which dX = [X, dW ], etc. Inserting in Eq. (34) and

using tr [A[B,C]] = tr [C[A,B]] and [X ′, X] = [X ′, XD], we obtain dΩ = tr [dW G] where

G = 2
{

[X ′, XD] + [Y ′, YD] + [Z ′, ZD]
}
, (35)

so that the desired gradient is dΩ/dW = G as given above. The minimization can then

be carried out using the general approach already outlined.

4.2 Γ-point formulation

With an appropriate redefinition of the quantities Xij, a similar formulation applies in

reciprocal space when dealing with isolated or very large systems in periodic boundary

conditions, i.e., whenever it becomes appropriate to sample the wavefunctions only at the

Γ-point of the Brillouin zone.

We start with the simpler case for a calculation in a cubic supercell of side L, following

the derivation of Ref. [29]. The maximum-localization criterion turns out to be equivalent

(see Eq. (41) below) to the problem of maximizing the functional

Ξ =
N∑

n=1

(
|Xnn|2 + |Ynn|2 + |Znn|2

)
, (36)

where Xmn = 〈wm|e−i 2π

L
x|wn〉 (similar definitions for Ymn and Zmn apply). Once the

gradient of this functional is determined, its maximization can be performed using again

a steepest-descent algorithm.3 Some simple algebra shows that the gradient dΞ/dAmn is

given by the sum of [Xnm(X∗
nn−X∗

mm)−X∗
mn(Xmm−Xnn)] and the equivalent terms with Y

and Z substituted in place ofX. We this start the procedure by constructing new matrices

X(1), Y (1) and Z(1) via the unitary transformations X (1) = exp(−A(1))X(0)exp(A(1)) (and

similarly for Y (1) and Z(1)), where X
(0)
mn = 〈w(0)

m |e−i 2π

L
x|w(0)

n 〉 and w
(0)
n (r) = ψn(r) are the

Kohn-Sham (KS) orbitals obtained after a conventional electronic structure calculation.

A(1) is an N × N antihermitian matrix corresponding to a finite step in the direction of the

gradient of Ξ with respect to all the possible unitary transformations given by exp(−A):

A(1) = λ (dΞ/dA)(0), where λ is the length of the steepest-descent step. This process is

repeated up to convergence in the Ξ functional – as always, more sophisticated algorithms

can be used (e.g., introducing line searches along λ, or conjugate-gradient strategies). At

the end of the iterative procedure, the maximally-localized Wannier functions are then

given by the unitary rotation

wn(r) =
∑

m

[
Πi exp(−A(i))

]
mn

ψm(r) (37)

3Note that in the limit of a single k point the distinction between Bloch orbitals and Wannier functions becomes

irrelevant, since no Fourier transform from k to R is involved in the transformation (37); rather, we want to find

the optimal unitary matrix that rotates the ground-state self-consistent orbitals into their maximally-localized

representation.
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of the original N orbitals. The coordinate xn of the n-th Wannier-function center (WFC)

is computed using the formula

xn = − L

2π
Im ln〈wn|e−i 2π

L
x|wn〉 , (38)

with similar definitions for yn and zn. Eq. (38) has been shown by Resta to be the correct

definition of the expectation value of the position operator for a system with periodic

boundary conditions, and had been introduced several years ago to deal with the problem

of determining the average position of a single electronic orbital in a periodic supercell

[30]. The computational effort required in Eqs. (36) and (38) is negligible, once the scalar

products needed to construct the initial X (0), Y (0) and Z(0) have been calculated.

The extension to supercells of arbitrary symmetry has been derived by Silvestrelli [31].

By defining overlap matrices

M l
mn = 〈wm|e−iGl·r|wn〉, (39)

(where Gl are the reciprocal lattice vectors of the unit cell, wj is the Wannier functions),

a functional Ξ is defined as

Ξ =

N∑

n=1

NG∑

l=1

Wl |M l
nn|2 (40)

(NG is the number of the Gl vectors used, and Wl is the weight corresponding to the

vector Gl). This functional is closely related to the spread of the Wannier functions:

Ω =

(
L

2π

)2 N∑

n=1

NG∑

l=1

Wl [ 〈wn|(Gl · r)2|wn〉 − 〈wn|Gl · r|wn〉2 ]

=

(
L

2π

)2 N∑

n=1

NG∑

l=1

Wl (1 − |〈wn|e−iGl·r|wn〉|
2

) +O(L−2)

=

(
L

2π

)2
(

N∑

n=1

NG∑

l=1

Wl − Ξ

)
+O(L−2) , (41)

where L is the supercell dimension. Thus, instead of minimizing the spread, we maximize

the functional Ξ to retrieve the MLWFs. The Wannier function center of the n’th occupied

band, rn, can be computed from

rn = −
(
L

2π

)2 ∑

l

Wl Gl Im lnM l
nn. (42)

Care should be taken when comparing the spreads of MLWFs calculated in supercells

of different sizes. Even for the ideal case of an isolated molecule, the Wannier centers

and the general shape of the MLWFs will rapidly reach their exact limit as the cell size is

increased. On the other hand, the numerical value for the total spread Ω will display much

slower convergence. This behavior derives from the finite-difference representation of the

invariant part of the localization functional (essentially, it’s a second derivative); while ΩI
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does not contribute to the localization properties of the MLWFs, it does numerically add

up in the evaluation of the spreads, and usually represents the largest term. This slow

convergence had already been noted in the original work [17] when commenting on the

convergence properties of Ω with respect to the spacing of the Monkhorst-Pack mesh.

5 Entangled bands

In the case of bulk materials, the methods described in the previous sections were designed

with isolated groups of bands in mind. By this we mean a group of bands that may

become degenerate with one another at certain symmetry points or lines in the Brillouin

zone (composite bands), but are separated from all other bands by finite gaps throughout

the entire Brillouin zone (in the case of disordered systems it is more appropriate to

think in terms of a gap in the density of states). The valence bands of insulators are

the most important example, and indeed these methods have been applied mostly to

insulating materials. However, in some applications the bands of interest are not isolated.

This is the case when studying electron transport in metals, which is governed by the

partially filled bands close to the Fermi level. The four low-lying antibonding bands of

a tetrahedral semiconductor, which are connected to higher conduction bands, provide

another example. In both cases the desired bands lie within a limited energy range but

cross with, or are attached to, other bands which extend further out in energy. We will

refer to them as entangled bands.

The difficulty in treating entangled bands stems from the fact that it is unclear exactly

which N bands to choose, particularly in those regions of k space where the bands of

interest are hybridized with unwanted bands. Before the Wannier-localization methods

can be applied, some prescription is needed to extract N states per k point from the

entangled manifold.

We have recently developed a strategy [32] that achieves this goal with minimal user

intervention. Once an N -dimensional manifold has been obtained at each k, the usual

localization procedure, based on minimizing Ω̃, can be used to generate the maximally-

localized Wannier functions for that manifold. The problem of computing well-localized

Wannier functions starting from entangled bands is then broken down into two distinct

steps. The new feature is the first step (disentangling of the bands, or subspace selection),

which is outlined below, while the second step is the same as for isolated groups of bands.

5.1 The disentangling procedure

5.1.1 Method

For definiteness let us suppose we want to disentangle the five d bands of copper from

the s band which crosses them (see Fig. 3) and construct a set of well-localized WFs

associated with the resulting d bands. Heuristically the d bands are the five narrow bands
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Figure 3: Blue lines: Calculated band structure of copper. Red lines: Interpolated bands

obtained from the five d-like Wannier functions. (a) and (b) differ in the choice of energy

window used in the disentangling step. [From Ref. [32]]

and the s band is the wide band. The difficulty arises because there are regions of k-space

where all six bands are close together, so that as a result of hybridization the distinction

between d-band and s-band levels is not meaningful.

First we cut out an energy window that encompasses the N bands of interest (N = 5 in

our example). Figs. 3(a) and 3(b) correspond to different choices for this energy window.

At each k-point the number Nk of bands that fall inside the window is equal to or larger

than the target number of bands N . This procedure defines an Nk-dimensional projective

Hilbert space F(k) spanned by the eigenstates |unk〉 within the window at some k. If

Nk = N , there is nothing to do there; if Nk〉N our aim is to find the N -dimensional

subspace S(k) ⊆ F(k) that, among all possible N -dimensional subspaces of F(k), leads

to the smallest ΩI [Eq. (18)]. Recall that for an isolated group of bands ΩI is gauge-

invariant, since it is an intrinsic property of the manifold of states. Thus ΩI can be

regarded as a functional of S(k). In practice S(k) is specified by an orthonormal set of

N pseudo-Bloch states |ũnk〉, so that ΩI = ΩI({ũnk}). We will then apply the procedure

of Sec. 3 to the manifold of states S(k) in order to obtain a set of MLWFs spanning this

space (see Fig. 4 for the MLWFs resulting from the disentangled d bands of copper).
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Figure 4: Contour-surface plots of the two eg Wannier functions associated with the disentangled

d bands of copper shown in Fig. 3. The amplitudes are +0.5/
√

v (green) and −0.5/
√

v (orange),

where v is the volume of the primitive cell. [From Ref. [32]]

5.1.2 Rationale

Why is minimizing ΩI({ũnk}) a sensible strategy for picking out the d-bands? This can

be understood by noting that ΩI heuristically measures the change of character of the

states across the Brillouin zone. Indeed, Eq. (18) shows that ΩI is small whenever

|〈ũnk|ũm,k+b〉|2, the square of the magnitude of the overlap between states at nearby

k-points, is large. Thus by minimizing ΩI we are choosing self-consistently at every k

the subspace S(k) that changes as little as possible with k, i.e., has minimum “spillage”

or mismatch with neighboring subspaces. In the present example this maximal “global

smoothness of connection” will be achieved by keeping the five well-localized d-like states

and excluding the more delocalized s-like state. This can be understood from the fact

that ΩI is a measure of real-space localization, a property that correlates with smoothness

in k space.

What is meant by spillage becomes clear once we rewrite Eq. (18) for ΩI({ũnk}) as

ΩI =
1

Nkp

∑

k,b

wb Tk,b (43)

with

Tk,b = tr[P̂k Q̂k+b], (44)

where P̂k =
∑

n |ũnk〉〈ũnk| is the projector onto S(k), Q̂k = 1− P̂k, and the indeces m,n

run over 1, . . . , N . Tk,b is called the spillage between the spaces S(k) and S(k+b) because

it measures the degree of mismatch between them, vanishing when they are identical.

5.1.3 Numerical algorithm

The minimization of ΩI inside an energy window is conveniently done using an alge-

braic algorithm. The stationarity condition δΩI({ũnk}) = 0, subject to orthonormality
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constraints, is equivalent to solving the set of eigenvalue equations
[∑

b

wb P̂k+b

]
| ũnk〉 = λnk | ũnk〉 . (45)

Clearly these equations, one for each k point, are coupled, so that the problem has to

be solved self-consistently throughout the Brillouin zone. Our strategy is to proceed

iteratively until the maximal “global smoothness of connection” is achieved. On the i-th

iteration we go through all the k-points in the grid, and for each of them we find N

orthonormal states
∣∣∣ ũ(i)

nk

〉
, defining a subspace S(i)(k) ⊆ F(k) such that the spillage over

the neighboring subspaces S(i−1)(k+b) from the previous iteration is as small as possible.

In this iterative formulation one solves at each step the set of equations
[∑

b

wb P̂
(i−1)
k+b

] ∣∣∣ ũ(i)
nk

〉
= λ

(i)
nk

∣∣∣ ũ(i)
nk

〉
. (46)

When constructing S(i)(k) one should pick the N eigenvectors of Eq. (45) with largest

eigenvalues, since that choice ensures that at self-consistency the stationary point cor-

responds to the absolute minimum of ΩI. Self-consistency is achieved when S (i)(k) =

S(i−1)(k) at all the grid points. We have encountered cases where the iterative procedure

outlined above was not stable. In those cases, the problem was solved by using as the

input for each step a linear mixing of the input and output subspaces from the previous

step.

In practice we solve Eq. (46) in the basis of the original Nk Bloch eigenstates |unk〉 inside

the energy window. Each iteration then amounts to diagonalizing the following Nk ×Nk

Hermitian matrix at every k:

Z(i)
mn(k) =

〈
umk

∣∣∣
∑

b

wb

[
P̂

(i−1)
k+b

]
in

∣∣∣unk

〉
. (47)

Since these are small matrices, each step of the iterative procedure is computationally

inexpensive. The most time-consuming part of the algorithm is the computation of the

overlap matrices M (k,b). We stress that all M (k,b) are computed once and for all at the

beginning of the Wannier postprocessing, using the original Bloch eigenstates inside the

energy window [Eq. (26)]; all subsequent operations in the iterative minimization of ΩI

involve only dense linear algebra on small Nk × Nk matrices. (An analogous situation

occurs during the minimization of Ω̃ to obtain the MLWFs: see Eqs. (28)-(29).)

As indicated above, having selected the maximally-connected N -dimensional subspaces

S(k), in a second step we work within those subspaces and minimize Ω̃ using the same

algorithm as for isolated groups of bands. The end result is a set of N maximally-localized

WFs and the corresponding N energy bands (red lines in Fig. 3), which are computed

from the WFs using an interpolation scheme.

Since in each step we have separately minimized the two terms, ΩI and Ω̃, comprising

the total Wannier spread Ω, we can regard the resulting orbitals as the N most-localized

Wannier functions that can be obtained using states inside the energy window. It should
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be understood that the Bloch-like states |ũnk〉 spanning the optimal subspaces S(k) do

not simply correspond, by unitary rotation, to a subset of the Bloch eigenstates inside

the window. Accordingly, the associated N energy bands do not reproduce exactly any

subset of the original bands throughout the Brillouin zone. The differences are more

pronounced where hybridization with unwanted bands in the original band structure was

the strongest. The disentangling procedure can be easily modified [32] so that inside a

second (“inner”) energy window the original Bloch states – and hence the original bands –

are exactly reproduced. The result of such a procedure is illustrated in Fig. 5 for copper.

The two-window technique has been applied recently to electromagnetic bands in photonic

crystals [15].
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Figure 5: Blue lines: Calculated band structure of copper. Red lines: Interpolated bands for the

maximally-connected seven-dimensional subspace using both an “outer” and an “inner” energy

window. Inside the latter window the original and interpolated bands are identical. [From Ref.

[32]]

6 Discussion

6.1 Alternative localization criteria

Even after the non-uniqueness of the Wannier functions is resolved (in our case by fixing all

the gauge freedoms via the constraint of minimal quadratic spread), we are still left with

an indeterminacy that follows from the existence of different plausible localization criteria.

Other measures of localization have been used in the chemistry literature besides the most

popular one of Boys [7]. For example, the Coulomb self-repulsion can be maximized, as in

the Edmiston-Ruedenberg approach [33], or the projection on a Mulliken population, as

in the Pipek-Mezey approach [34]. No matter which criterion is used, the vector sum of

all Wannier centers over a primitive cell remains gauge-invariant, so that the connection

to the macroscopic polarization is equally true for all localization criteria. However,

the individual charge centers [35], the shapes, and even the symmetries of the Wannier

functions may depend upon the choice of gauge (or of the choice of localization criterion

that leads to the choice of gauge).
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For isolated molecules, there is a slight theoretical preference for the Edmiston-Ruedenberg

criterion, due to its ability to clearly separate σ- and π-like orbitals in double bonds. (The

Boys criterion often mixes the two into so-called “banana” orbitals [34].) A well-known

and most severe problem is the description of carbon dioxide (at least if the traditional

O=C=O Lewis picture is upheld), where the Boys criterion leads to two triple bonds

between the carbon and the oxygen, and one lone pair on each oxygen [36]. (We note

in passing that this is actually reminiscent of CO2 being a resonance structure between

two states O≡C-O and O-C≡O.) On the other hand, the Boys criterion leads, in almost

all other cases, to orbitals that are very similar to the Edmiston-Ruedenberg ones, and

at a much reduced cost (cubic vs. quintic scaling with system size). It would be useful

to carry out similar investigations comparing the use of different localization criteria in

solids, but to our knowledge there have been no direct studies along these lines.

Nevertheless, we lean towards the view that in most cases the use of any “reasonable”

localization criterion will lead to rather similar MLWFs that give a qualitatively and

semiquantitatively similar description of the system of interest. The fact that the Boys

and Edmiston-Ruedenberg MLWFs are usually so similar supports this viewpoint. Fur-

ther support comes from the fact that we have seen very little difference in our results

(especially when considering systems with high symmetry) when even simple projection

techniques have been used [37, 12], along the lines of Eq. (30), without doing afterwards

an actual minimization. For the case of silicon, localized orbitals very similar to our ML-

WFs have been obtained using a linear-scaling functional [38] that constrains the spread

of an orbital inside a support region of finite (small) radius.

We report here the case case of high-pressure hydrogen, a molecular solid that shows

significant infrared activity arising from overlap between the constituent molecules. In

particular, we looked at the individual dipoles of the MLWFs in an attempt to extract from

them useful physical information. An initial guess was made for the localized WFs with

the help of trial functions which are bond-centered Gaussians (we will call the resulting

orbitals “projected WFs”). Their localization was then refined by actually minimizing the

quadratic spread Ω yielding the MLWFs. Since the projected WFs are totally oblivious to

the localization criterion that one uses later to localize them further, it seems reasonable

to assume that the difference between the projected and the MLWFs is an upper bound to

the differences that would occur between WFs obtained using any two sensible localization

criteria.

We show in Fig. 6 the results, for the solid in the Cmc21 structure at a density of rs = 1.52,

for which the average r.m.s. width of the MLWFs is λ = 1.11 a.u. If we choose the

r.m.s. width of the initial bond-centered Gaussians to be 1.89 a.u. (1 Å), the resulting

projected WFs are essentially indistinguishable from the MLWFs. For instance, the curves

corresponding to those in Fig. 6 are virtually identical, and the individual Wannier dipoles

remain the same to at least six significant digits! This is compelling evidence for a high

degree of uniqueness of well-localized WFs in this system, at least for our high-symmetry

configurations. If we were to double the width of the initial Gaussian, some differences
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Figure 6: Upper panel: accumulated radial integral of the square of the MLWFs of an hydrogen

molecule in the dense solid,
∫
|r|〈r0

|w1(r)|2dr, as a function of r0, for Cmc21 at rs = 1.52; the

integral starts at the molecular center and converges to one for large r0. Lower panel, thick

lines: accumulated radial integral of the Cartesian components of the Wannier dipole moment,

−2e
∫
|r|〈r0

r|w1(r)|2dr (the x-component vanishes by symmetry for all r0); the arrows denote the

converged values. The thin lines correspond to the WF obtained from bond-centered Gaussians

with a r.m.s. width of 2.0 Å. [From Ref. [37]]

would start to appear. These are barely visible in the accumulated radial integral of

the probability (see Fig. 6) but become noticeable, although still relatively small, in the

radially integrated dipole (lower panel of Fig. 6). For instance, the large y-component

of the dipole changes by around 2% (in Cmc21 the z-component is fixed by symmetry:

dz(n) = v(Pmac)z/2, where n = 1, 2 labels the molecule in the primitive cell).

The dielectric decomposition of the charge density of an extended system into well-defined

Wannier dipoles was first introduced for the case of liquid water by Silvestrelli and Par-

rinello [39]. Such analysis offers an enlightening picture of the electronic properties of a

disordered system that wouldn’t otherwise be available from the charge density alone, or

from the eigenstates of the Hamiltonian. For the case of water a study was performed [40]

spanning the phase diagram at intermediate steps between normal and supercritical con-

ditions. Close to the low-density supercritical point there appears a shift in the average

value for the Wannier dipoles, from a value around ∼ 3 Debye under normal conditions

(this is a typical value for liquid water [41]) to a much lower value close to the supercritical

point, approaching the 1.86 Debye limit representing the dipole moment of an isolated

molecule. This is a clear signature of the destabilization of the H-bond network, and

the appearance of more and more water molecules with only weak interactions with their
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Figure 7: Distribution of the Wannier dipoles in supercritical water at a density of 0.32 g/cm3

(a), and 0.73 g/cm3 (b), compared with water at normal conditions (c).

neighbors (see Fig. 7).

It should be noted that the decomposition into Wannier dipoles is closer to the decom-

position of the charge density into static (Szigeti) charges than to a decomposition into

dynamical (Born) charges. The first one corresponds to a spatial decomposition of the

total electronic charge density, while the second is connected with the force that appears

on an atom in response to an applied electric field. Similarly, the Wannier dipoles provide

a decomposition of the dielectric properties, maintaining the constraint that the total

macroscopic polarization is correctly reproduced, but they do not describe the torque

that would be exerted on the individual molecules by an electric field [42].

6.2 Open questions

There are several open questions that require further investigation, and represent intrigu-

ing directions towards a better formal understanding of the properties of the Wannier

transformation.

We found that the MLWFs always turn out to be real in character, even if in the general

case of a mesh of k-points different from Γ the Bloch orbitals themselves (and their

periodic parts) will be complex. Even if this result seems plausible, we haven’t been able

to find or develop a proof for it (in the Γ-sampling formulation it becomes instead a trivial

outcome, since the orbitals can always be chosen to be real to start with, propagating this

characteristic across the minimization procedure).

Another related question has to do with the existence of concurrent minima for the lo-

calization functional in the space of the unitary matrices: we have found that in general

there are multiple minima present (that’s why we introduced a projection operation as
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a starting condition in (30)), but that only when at the physically-meaningful absolute

minimum the Wannier functions turn out to be real, while in all other cases they are

intrinsically complex. This characteristic alleviates the problems related to minimizing a

multiple-minima functional, since the absolute minimum always displays this character-

istic reality (also, we find that once the projection operation is introduced, minimization

always proceeds to the right minimum, even with very poor or random initial choices). We

attribute the failure in finding the global minimum in complex cases, if projections are not

used, to the complex and random phase relationship that can take place between orbitals

in the 3d topology of the Brillouin zone. In the Γ-sampling formulation, on the other

hand, we never observe convergence into a local minimum, and the functional appears

well-behaved, with a single basin of attraction leading to the global minimum.

Finally, the asymptotic behavior of localized Wannier functions for the general 3-dimensional

case is still an open question. While des Cloizeaux [43, 44] proved exponential localiza-

tion for the projection operator for a three-dimensional manifold, a similar result for the

individual Wannier functions is still missing. In the case of one-dimensional systems, on

the other hand, exponential localization has been proven [2]; this result has also been

recently extended to the determination of the algebraic prefactors modulating the expo-

nential decay [45].

7 Applications

Several papers have appeared in the recent literature that make significant use of the

MLWFs. We highlight some of these in here, without the pretense of being exhaustive

or of encompassing all published results. Broadly speaking, most applications can be

grouped into one of three main themes:

• A tool to understand the nature of the chemical bond.

• A descriptor of local and global dielectric properties.

• A basis set for linear-scaling approaches and for constructing model Hamiltionians.

7.1 The Nature of the Chemical Bond

Once the electronic ground state has been decomposed into well-localized orbitals, it be-

comes possible and meaningful to study the spatial distribution and the average properties

of their centers of charge (the WFCs). Silvestrelli et al. argued [29] that the WFCs can

be a powerful tool to understand bonding in low-symmetry cases, representing both an

insightful and an economical mapping of the continuous electronic degrees of freedom into

a set of classical descriptors (the position of the WFCs, and the spread of their MLWFs).

The benefits of this approach become apparent when studying the properties of disordered

systems (see Fig. 8 for an example of the MLWFs in the distorted tetrahedral network

of amorphous silicon). In amorphous solids the analysis of the microscopic properties is
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Figure 8: Maximally-localized Wannier functions in amorphous silicon, either around distorted

but fourfold coordinated atoms, or in the presence of a fivefold defect. [From Ref. [46]]

usually based on the coordination number, i.e., on the number of atoms lying inside a

sphere of a chosen radius rc centered on the selected atom (rc can be inferred with vari-

ous degrees of confidence from the first minimum in the pair-correlation function). This

purely geometrical analysis is completely blind to the actual electronic charge distribu-

tion, which ought to be important in any description of chemical bonding. An analysis

of the full charge distribution and bonding in terms of the Wannier functions would be

rather complex (albeit useful to characterize the most common defects [46]). Instead, just

the knowledge of the positions of the WFCs and of their spreads can capture most of

the chemistry in the system and can identify all the defects present. In this, the WFCs

are treated as a second species of classical particles (“classical” electrons, represented by

their centers), and the amorphous solid is treated as a statistical assembly of two kinds

of particles, ions and WFCs.

We show in Fig. 9 the Si-Si g(r) pair correlation function averaged over samples obtained

with high-temperature first-principles molecular dynamics, and augment it with the plot

of Si-WFC gw(r) pair correlation function. Both correlation functions display clear peaks

(around ' 2.4 Åand ' 1.2 Å, respectively) and minima, showing that the electronic charge

is mostly localized in the middle of the covalent bonds, as expected for amorphous silicon.

Additional smaller peaks appear in the gw(r) correlation function for r around 0.5–1.0

Å (see inset); these peaks point to existence of a few anomalous MLWFs that are very

close to a single Si atom. In order to make the analysis quantitative, we can calculate the

usual coordination number (integrating the g(r) up to its first minimum at rc = 2.80 Å).

We find that, on average, 96.5 % of the Si ions are fourfold coordinated, while 3.5 % are

fivefold coordinated, in agreement with previous simulations [47]. We can now introduce

our novel bonding criterion, based on the locations of the WFCs. The existence of a bond

between two ions is defined by their sharing of a common WFC located within rw = 1.75

Å of each ion (this is the position of the first minimum for the gw(r)). Following this

definition, we now find that 97.5 % of the Si ions are fourfold bonded; of the remaining
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Figure 9: Left panel: Si-Si (dashed line) and Si-WFC (solid line) pair-correlation functions,

from a 10 ps Car-Parrinello run on a 64-atom supercell. The detailed structure, in the range

0.0–1.5 Å, is shown in the inset. Right panel: Snapshots from 2 different timesteps in the

simulation, corresponding to configurations where A and B maintain their coordination (5 and

4 respectively), but change their bonding (5→4 and 4→3 respectively). Small black “atoms”

are the Wannier centers. [From Ref. [29]]

ions, only ∼ 0.6 % have five bonds, while the others are more or less equally divided into

twofold-bonded and threefold-bonded ions. The total density of defective atoms that we

obtain is similar to that of the coordination analysis, but now the electronic signature of

the defects emerges in a remarkably different way.

This fact is best illustrated by inspection of some selected configurations from the molecular-

dynamics runs. We show in the middle and right panels of Fig. 9 two different configura-

tions that have the same coordination environment (e.g. for the case of ions A and B). For

the initial configuration in (a) we obtain from our bonding analysis that ion A, fivefold

coordinated, has also five bonds, while ion B, fourfold coordinated, has only three bonds

(e.g. no WFC is found between ion B and ion C). As the ions move (see Fig. 9(b)). the

electronic configuration also changes, and after about 10 ps the WFC located between ion

A and ion B gets even closer to ion B, at a distance of 0.57 Å, and in such a way that the

A–B bond is broken or at least severely weakened. In this configuration, according to our

criterion, ion A is fourfold bonded, while ion B has only two bonds; further inspection of

the density profile of one of these “lone pair” MLWFs shows how it is clearly different from

a regular covalent bond. In addition, the spread is considerably larger, providing a very

simple criteria that makes electronic defects straightforwardly identifiable in a MLWFs

analysis.

Besides its application to the study of disordered networks [49, 50, 51], the above anal-

ysis can also be effectively employed to elucidate the chemical and electronic properties

accompanying structural transformations. In a recent work on silicon nanoclusters un-

der pressure [52, 53, 48], the location of the WFCs was monitored during compressive

loading (up to 35 GPa) and unloading (see Fig. 10). The analysis of the “bond angles”
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Figure 10: Collapse and amorphization of a Si cluster under pressure (increasing to 25 GPa (a),

35 GPa (b) and back to 5 GPa (c)). Small red “atoms” are the Wannier centers. [From Ref.

[48]]

formed by two WFCs and their common silicon atom shows considerable departure from

the tetrahedral rule at the transition pressure (Fig. 11). At the same pressure the ML-

WFs become significantly more delocalized (inset of Fig. 11), hinting at a metallization

transition similar to that happening for Si from the diamond structure into β-tin.

Interestingly, the MLWFs analysis can also point to structural defects that do not exhibit

any significant electronic signature. Goedecker et al. [54] have recently predicted –

entirely from first-principles – the existence of a new fourfold-coordinated defect that

is stable inside the Si lattice (see Fig. 12). This defect had not been considered before,

but displays by far the lowest formation energy – at the density-functional theory level

– among all defects in silicon. Inspection of the relevant “defective” MLWFs reveals

that their spreads remain actually very close to those typical of crystalline silicon, and

that the WFCs remain equally shared between the atoms, in a very regular covalent

arrangement. These considerations suggest that the electronic configuration is locally

almost indistinguishable from that of the perfect lattice, making this defect difficult to

detect with standard electronic probes. Also, a low activation energy is required for

the self-annihilation of this defect; this consideration, in combination with the “stealth”

electronic signature, hints at why such a defect could have eluded experimental discovery

(if it does indeed exist !) despite the fact that Si is one of the best studied materials in

the history of technology.

Moving towards more complex chemical systems, the MLWF analysis has been used in

understanding and monitoring the nature of the bonding under varying thermodynamical

conditions or along a chemical reaction in systems as diverse as ice [55], doped fullerenes

[56], adsorbed organic molecules [57], ionic solids [58, 59] and in a study of the Ziegler-

Natta polymerization [60]. This latter case (see Fig. 13) is a paradigmatic example of

the chemical insight that can be gleaned following the WFCs in the course of an ab-initio

simulation. In the Ziegler-Natta polymerization we have an interconversion of a double
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Figure 11: Distribution of the WFC-Si-WFC bond angles for the configurations shown in Fig.

10. The inset tracks in an histogram the spreads of the MLWFs at different pressures. [From

Ref. [48]]

Figure 12: The recently-discovered fourfold coordinated defect in Si. Si atoms are in green,

vacancies in black, and the centers of the MLWFs in blue, with a radius proportional to their

spread. [From Ref. [54]]
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Figure 13: Propene polymerization at a Ti catalytic site on a MgCl2 substrate. The evolution

of the WFCs is shown, going from an isolated propene molecule (a) to the complexation with

the catalyst (b) and to the formation of the polymeric chain (d) via the transition state (c).

The breaking of the double carbon bond becomes clearly evident, as is the α-agostic interaction

manifest in the displacement of one of the C-H centers in the methyl group. [From Ref. [60]]

carbon bond into a single bond, and a characteristic agostic interaction between the C-H

bond and the activated metal center. Both become immediately visible once the WFCs

are monitored, greatly aiding the interpretation of the complex chemical pathways.

As discussed before, the MLWF analysis has been pioneered by the group of M. Parrinello

and applied initially to the study of the properties of liquid water. For example, we show

in Fig. 14 (left panel) a snapshot from a molecular dynamics simulation, explicitly showing

some of the dynamical connections along hydrogen bonds. The nature of the hydrogen

bond becomes already explicit in the MLWFs for an isolated water dimer (center and

right panels of Fig. 14), where the hybridization between orbitals in the two molecules

is clearly visible. Applications of the Wannier-function technique to water have been

numerous, from studies at normal conditions to high- and low-pressure phases at high

temperature [39, 41, 40, 61, 62, 63]. Results from one of these simulations are shown

in Fig. 15, during a fast dissociation events. The work on the structure of pure water

has now been augmented by the study of the solvation and dielectric properties of ions

in water [64, 65, 66, 67, 68]; recently even more complex biochemical systems have been

investigated, ranging from wet DNA [69] to HIV-1 protease [70] or to phosphate groups

in different environments (ATP, GTP and ribosomal units) [71, 72, 73, 74].
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Figure 14: Left panel: WFCs (red) from a snapshot of a Car-Parrinello simulation of liquid

water. The hydrogen atoms are in black and the oxygens in white; hydrogen bonds have also

been highlighted. Center panel: MLWF for a O-H bond in a water dimer. Right panel: MLWF

for a lone pair in a water dimer. [Left panel courtesy of P. L. Silvestrelli [41]]

Figure 15: Snapshots of a rapid water-molecule dissociation under high-temperature (1390 K)

and high-pressure (27 GPa) conditions; one of the MLWFs in the proton-donor molecule is

highlighted in blue, and one of the MLWFs in the proton-acceptor molecule is highlighted in

green. [From Ref. [62]]

Finally, localized orbitals can embody the chemical concept of transferable functional

groups, and thus be used to construct a good approximation for the electronic-structure

of complex systems starting for the orbitals for the different fragments [75].

7.2 Local and Global Dielectric Properties

The modern theory of polarization [8, 9] directly relates the vector sum of the centers

of the Wannier functions to the polarization of an insulating system. This exact corre-

spondence to a macroscopic observable (rigorously speaking, the change in polarization

[76] upon a perturbation) cannot depend on the particular choice of representation: the

sum of the Wannier centers is in fact invariant – as it should be – with respect to unitary

transformations of the orbitals [35]. The existence of this exact relation between classical

electrostatics and the quantum-mechanical WFCs suggests a heuristic identification by

which the pattern of displacements of the WFCs can be regarded as defining a coarse-
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grained representation for the polarization field P(r). This identification is reinforced

by the insightful chemical description of the ground-state electronic structure that single

MLWFs provide, as shown in the previous section.

A natural application of this formalism is directed towards the description of the Born

dynamical (effective) charges. The Born dynamical charges describe the change in macro-

scopic polarization induced by the displacement of a given ion. As such, they play a

fundamental role in determining the lattice-dynamical properties of insulating crystals

(e.g., the intensity of infrared absorption), and are a powerful tool to investigate the di-

electric and ferroelectric properties of materials. They also determine the splitting of the

infrared-active optical modes; in simpler compounds (e.g. GaAs) they can be determined

from the experimental zone-center phonons. Using the MLWF representation, it becomes

possible not only to calculate the Born charges Z∗ from the vector displacements of the

sum of the WFCs induced by an ionic displacement, but also to naturally decompose them

into contributions originating from individual MLWFs. As an example, we have studied

GaAs in a cubic supercell in which one Ga atom has been displaced along the [111] direc-

tion. From the resulting displacement of the Wannier centers we derive a value for Z∗
Ga

of 2.04, in good agreement with other theoretical predictions. Moreover, in arriving at

the total electronic Z∗,el
Ga =−0.96, we find contributions of −1.91, +0.65, and +0.30 from

the groups of four first-neighbor, twelve second-neighbor, and remaining further-neighbor

Wannier centers, respectively. It is interesting to note that inclusion of nearest-neighbor

contributions alone would significantly overestimate the magnitude of Z∗,el
Ga , and that the

second-neighbor Wannier centers move in the opposite direction to the Ga atom motion.

If we repeat the calculation displacing one As atom, we obtain a total Z∗
As of −2.07. The

electronic Z∗,el
As =−7.07 has now contributions of −1.74, −4.63, and −0.71 from the four

first-neighbors, twelve second-neighbor, and remaining further-neighbor Wannier centers,

respectively.

Such decomposition is particularly instructive in the case of perovskite ferroelectrics,

which often display anomalously large effective charges in comparison to their nominal

ionic value [77, 78]. The origin of this effect lies in the large dynamical charge transfer

that takes place when moving away from the high-symmetry cubic phase (i.e., going from

more ionic to more covalent bonding). Orbital hybridization is necessary for this transfer

to take place and our localized-orbitals approach provides an insightful tool in describing

these effects. If the bonding were purely ionic, electrons (and thus Wannier centers)

would be firmly localized on each anion, and move rigidly with it. This is not the case in

perovskites, and the anomalous contribution is linked to substantial hybridization between

the oxygen p orbitals and the d orbitals of the atom in the octahedral cage (see Fig. 2 for

a pictorial description of this phenomenon). The picture can be even more complex, with

other group of bands playing a role in the anomalous dielectric behavior, where again the

MLWFs decomposition can measure the different contributions from separate groups of

bands (equivalently available in a Bloch picture [79, 80, 81]), but also from specific atoms

or bonds inside a composite group of bands [19]).
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Finally, Wannier functions are a particularly appropriate choice to study the effects of

applied external fields on periodic or extended systems (periodic boundary conditions are

in principle not compatible with constant applied fields). The localization properties of

MLWFs have been directly exploited to calculate NMR chemical shifts [82]; also, even if

not strictly necessary, MLWFs would allow for a straightforward implementation of recent

proposals to describe the response to electric fields for periodic solids [83, 84].

7.3 MLWFs as a basis set: from linear-scaling to model Hamiltonians

One of the most attractive features calling for the use of localized orbitals in electronic-

structure calculations is their ability to avoid computational bottlenecks deriving from

non-local constraints. E.g., standard density-functional approaches suffer in the asymp-

totic limit from a cubic-scaling cost due to their orthonormality requirements. This factor

of 8 can be easily identified by considering that if the size of a system studied is doubled,

there will be twice as many orbitals to consider, each of them satisfying an orthonor-

mality relation with twice as many orbitals, and with each overlap integrals having now

a double cost (in order to keep the same resolution on a doubled integration domain).

So, localization strategies are at the core of current efforts to develop truly linear-scaling

approaches. For the case of orthonormality constraints, localized orbitals will only need

to have those enforced with a small number of overlapping neighbors, and that number is

generally independent of the system size.

A very promising implementation for a linear-scaling algorithm has been recently proposed

in the context of (Diffusion) Quantum Monte Carlo calculations [10] and has already

been applied to a variety of technologically-relevant nanoscale structures [85, 86]. In this

formulation, the MLWFs representation is used to construct the Slater determinant for

the trial wavefunction, at variance with the standard choice of single-electron eigenstates.

The use of MLWFs makes the Slater determinant sparse, and with the additional benefits

of introducing storage costs that are also linear-scaling. The benefits of this choice are

immediately evident and shown in Fig. 16, with a plot for the cost of a single wavefunction

evaluation as a function of the total number of electrons and for different choices for the

basis set.

Besides this computational advantages, localized representations have long been used in

theoretical condensed-matter theory to develop model Hamiltonians (e.g. Hubbard, t-J)

able to capture the physics of strongly-correlated fermions. Some of these derivations are

based on the Wannier picture, and recent works have taken the direct route of extracting

the relevant interaction parameters from the MLWFs themselves [12, 13], with remarkable

success in the description e.g. of the magnetic properties of cuprates. Similarly, MLWFs

can be used to construct the Green’s functions in the Landauer formulation of ballistic

conductance [11], or to extend the formalism of correlated electrons to thermal transport

properties [14].

Finally, less traditional approaches involve the construction of lattice Wannier functions
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Figure 16: CPU time required to move a single configuration of electrons for one time step in

silicon cluster and fullerenes, using a linear-scaling diffusion Monte Carlo approach that uses

MLWFs as a basis set. [From Ref. [62]]

to model structural phase transitions in the solid-state [87, 88, 89], or, recently, photonic

Wannier functions, with complete analogy between periodic electronic potentials and their

Bloch or Wannier states, and periodic photonic lattices [90, 15, 16, 91].

7.4 Algorithmic Developments

We conclude by mentioning a number of algorithms and theoretical developments closely

linked to the formulation presented in this work. These range from the extension of

the MLWFs representation to the all-electron case [59], to the development of alterna-

tive minimization and localization algorithms [31, 28, 24, 92, 27], and to the many-body

formulation of the position and localization operators [93, 94, 95, 96, 97].

8 Conclusions

We have described a theoretical and algorithmic framework for transforming the Bloch

eigenfunctions into a localized Wannier representation. For a composite group of bands

that is isolated (i.e., separated by gaps from other groups), optimal localization proper-

ties are obtained by minimizing a well-defined localization functional corresponding to the

sum of the second moments of the orbitals around their centers of charge. The localization

algorithm proceeds by iterating the degrees of freedom of the Wannier transformation,
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i.e., a continuous set of unitary matrices defined everywhere in the Brillouin zone, with

dimension equal to the number of bands to be transformed. This criterion is the exten-

sion to the solid state of the Boys localization criterion for isolated molecules, and reduces

to it when dealing with large supercells containing isolated systems. The procedure has

been extended to deal with entangled energy bands, i.e., to the case when the bands of

interests are not separated by gaps from other bands. In this case, localization becomes a

two-fold process. First we extract a maximally-connected subspace of chosen dimension

from a given energy window, essentially requiring that the extracted manifold had min-

imal dispersion of its projection operator across the Brillouin zone. Second, we extract

the maximally-localized Wannier functions from this well-connected subspace using our

standard localization procedure. Lastly, we have shown how the localization algorithm

simplifies considerably in the special case of Γ-point Brillouin-zone sampling appropriate

for large supercells, and outlined the extension to the use of ultrasoft pseudopotentials

for this case.

Applications of our approach are already numerous, and we have presented some of the

early results available in the literature. Broadly speaking, there are three classes of

applications where MLWFs have found natural use.

• The method is useful for the description of the chemical properties of complex sys-

tems, thanks to the intuitive connection between the MLWFs and the shape and

symmetry of individual bonds, and the ability of MLWFs to summarize information

about the electronic states in terms of their centers of charge.

• The dielectric properties of complex materials is well described in a local language.

In particular, the macroscopic polarization is exactly related to the vector sum of

the valence-band Wannier centers via the modern theory of polarization. Thus, local

polarization properties can be heuristically represented by a field of Wannier dipoles,

and thus, to the specific activity of well-defined atom- or bond-like MLWFs.

• MLWFs provide an efficient and accurate minimal basis set suitable for applications

ranging from linear-scaling approaches, to the development of model Hamiltonians

for strongly-correlated systems or for the electronic-transport properties, to appli-

cations outside the traditional realm of electronic-structure calculations (e.g., in the

determination of lattice Wannier functions or photonic Wannier functions).

Further applications of this approach are envisioned, thanks to the ever-increasing avail-

ability of public electronic-structure software under the broad umbrella of the GNU

Project / Free Software Foundation (see below), and its current incorporation in widely-

used or distributed electronic-structure packages, such as the Car-Parrinello molecular-

dynamics codes CPMD (IBM/MPI Stuttgart), JEEP (LLNL), and CP90 (Princeton Uni-

versity/EPFL Lausanne/University of Pisa/MIT).
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10 Web site: www.wannier.org

The maximally-localized Wannier code for isolated, composite groups of bands is avail-

able under the GNU Public License at www.wannier.org, and can be interfaced to any

electronic structure code able to calculate the scalar products M
(k,b)
mn = 〈umk|un,k+b〉. A

public-domain version that includes the disentanglement procedure is also in progress.

Appendix: Extension to ultrasoft pseudopotentials

The extension of the localization formalism to the case of ultrasoft pseudopotentials for

the case of Γ-sampling only is fairly straightforward and has been recently implemented

(see Refs. [98, 99]). The formalism of Sec. 4.2 can be followed, where the appropriate

scalar products M l
ij introduced in (39) are now calculated via the augmentation operator

K(r), as defined in Ref. [100, 101]:

M l
mn = 〈wm|K(r)e−iGl·r|wn〉

= 〈wm(r)|e−iGl·r|wn(r)〉 +
∑

ij,I

∫
QI

ij(r)e
−iGl·rdr 〈wm|βI

i 〉〈βI
j |wn〉 . (48)

We foresee no particular difficulty in extending the ultrasoft MLWFs formalism to the case

of general Monkhorst-Pack meshes, but we are not aware of any actual implementation

to date.
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