Abstract Near-field optical microscopy techniques provide information on the amplitude and phase of local fields in samples of interest in nanooptics. However, the information on the near field is typically obtained by converting it into propagating far fields where the signal is detected. This is the case, for instance, in polarization-resolved scattering-type scanning near-field optical microscopy (s-SNOM), where a sharp dielectric tip scatters the local near field off the antenna to the far field. Up to now, basic models have interpreted $S$- and $P$-polarized maps obtained in s-SNOM as directly proportional to the in-plane ($E_x$ or $E_y$) and out-of-plane ($E_z$) near-field components of the antenna, respectively, at the position of the probing tip. Here, a novel model that includes the multiple-scattering process of the probing tip and the nanoantenna is developed, with use of the reciprocity theorem of electromagnetism. This novel theoretical framework provides new insights into the interpretation of s-SNOM near-field maps: the model reveals that the fields detected by polarization-resolved interferometric s-SNOM do not correlate with a single component of the local near field, but rather with a complex combination of the different local near-field components at each point ($E_x$, $E_y$ and $E_z$). Furthermore, depending on the detection scheme ($S$- or $P$-polarization), a different scaling of the scattered fields as a function of the local near-field enhancement is obtained. The theoretical findings are corroborated by s-SNOM experiments which map the near field of linear and gap plasmonic antennas. This new interpretation of nanoantenna s-SNOM maps as a complex-valued combination of vectorial local near fields is crucial to correctly understand scattering-type near-field microscopy measurements as well as to interpret the signals obtained in field-enhanced spectroscopy.
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1. Introduction

Plasmonic nanoantennas are fundamental metallic systems that enable the localization and enhancement of electromagnetic radiation at subwavelength dimensions. These effects arise due to the excitation of a coherent oscillation of the metal’s conduction electrons at the nanoantenna surface, the so-called surface plasmons [1–3]. The ability to localize light in the nanoscale opens the path to control optical electromagnetic fields beyond the diffraction limit. Optical nanofocusing has helped to improve the performance and resolution of field-enhanced spectroscopy [4] and microscopy [5]. Moreover, it has enabled key advances in a variety of technologies, such as in active control of optical signals [6, 7], biosensing [8, 9], medical therapies [10], photovoltaics [11] or optoelectronics [12], among others. The evaluation and mapping of local fields induced in optical nanoantennas is a challenging experimental task. Different techniques compete in the race for improving subwavelength resolution [13]. High-resolution energy-filtered electron energy loss spectroscopy (EELS), for instance, can successfully map the projection of the local density of states (LDOS) of a nanostructure by probing the fields with high-energy swift electrons that provide an impulsive excitation to the entire structure [14, 15]. However, this technique does not deliver amplitude- and phase-resolved maps, which are highly valuable for identifying the structure of an electromagnetic mode. Based on a different working principle, aperture-scanning near-field optical microscopy (a-SNOM) has also provided highly resolved maps of electric and magnetic fields in the 50 nm resolution range with use of metal-coated dielectric tips that guide and collect the...
illumination to and from the sample structure [16]. Most of these techniques, however, probe the intensity of local field components, whereas a complete characterization of the full polarization state of the near fields of an antenna requires information on their amplitude and phase [17].

A promising approach to access the full polarization state of the near field around an antenna is scattering-type scanning near-field optical microscopy (s-SNOM) [18–29]. In s-SNOM, a scanning tip acts as a scatterer that transfers the near field induced in the vicinity of a nanoantenna to the far field, where it can be collected by a detector. Two main modes of operation can be identified depending on the strength of the interaction between the tip and the antenna. When material properties and spectroscopic information of the sample are required, strongly scattering (metallic) tips are used. These tips interact with the sample via their image charge [30–32], allowing for the identification of the dielectric properties of the sample underneath, thus providing in situ material contrast [33, 34]. However, when information on the near-field distribution around a nanoantenna is desired, a weakly scattering (dielectric) tip is needed to access this near field without distortion [18, 20, 21, 25, 29, 35, 36]. This technique was first introduced to access the amplitude and phase of plasmonic near fields in gold nanodisk antennas [18]. Nevertheless, the actual relationship between the local field components induced around the nanoantenna and the signal detected in the far field (at position \( \mathbf{r}_{\text{det}} \)) is usually not straightforward [35, 37, 38]. In most of the previous studies, the signal detected in s-SNOM was considered to be directly proportional to the near-field vector at the position of the probing tip, thus showing a one-to-one correspondence between the components of the scattered far field responsible for the signal and the corresponding components of the antenna’s near field \((E_x, E_y, E_z)\) at each point. As we will see in this work, this description is incomplete, and a more accurate model that accounts for the multiple-scattering process between tip and antenna needs to be considered for an exact interpretation of the near-field maps.

A schematic of the scattering off a tip and a nanoantenna sample in a typical s-SNOM configuration is shown in Fig. 1. An incident field \( \mathbf{E}^i \), \( \mathbf{S}^i \) interacts with an antenna exciting local fields in its proximity. A weakly interacting tip, located at a particular local position, scatters light which is detected interferometrically, obtaining its amplitude and phase. One improvement of the s-SNOM technique involves the analysis of light polarized in a direction perpendicular to the polarization of the incident radiation, the so-called crossed-polarized detection configuration [20]. This helps improving the excitation and detection efficiencies, thus allowing one to identify higher-order modes of plasmonic nanoantennas [20, 21, 39].

As pointed out above, in a simplification to interpret the signal obtained in s-SNOM, the selection of \( S^- \) or \( P^- \)-polarized scattered light \((E^S \) and \( E^P \), respectively) has been traditionally interpreted as a straightforward mapping of the corresponding in- and out-of-plane local near-field components, respectively, induced in the proximity of the plasmonic antenna at the tip position [18, 23, 24, 39–42].

![Schematics of the combined antenna–tip scattering in scattering-type scanning near-field optical microscopy (s-SNOM). In oblique-incidence mode, the incident wave vector \( \mathbf{E}^i \) illuminates an antenna from the top at a certain angle \( \theta \) with respect to the out-of-plane axis (\( z \)) with a direction of propagation (\( y \)) perpendicular to the antenna axis (\( x \)). The scattered field, \( \mathbf{E}^S \) or \( \mathbf{E}^P \), is collected by P- or S-polarized detectors, respectively, in the backscattered direction of propagation, at an angle of scattering \( \theta_S = \theta \).

Figure 1 Schematics of the combined antenna–tip scattering in scattering-type scanning near-field optical microscopy (s-SNOM). In oblique-incidence mode, the incident wave vector \( \mathbf{E}^i \) illuminates an antenna from the top at a certain angle \( \theta \) with respect to the out-of-plane axis (\( z \)) with a direction of propagation (\( y \)) perpendicular to the antenna axis (\( x \)). The scattered field, \( \mathbf{E}^S \) or \( \mathbf{E}^P \), is collected by P- or S-polarized detectors, respectively, in the backscattered direction of propagation, at an angle of scattering \( \theta_S = \theta \).

Following this assumption, and according to the schematics of Fig. 1, the \( S^- \) and \( P^- \)-polarized fields detected by interferometric s-SNOM, \( E^S \) and \( E^P \), respectively, have been often assigned in a simplified manner as \( E^S \propto E_x \) (in-plane) and \( E^P \propto E_z \) (out-of-plane). Using a more complete model that accounts for the multiple scattering of tip and antenna sample, here we show that \( E^S \) and \( E^P \) depend on a much more complex combination of the local near-field components \((E_x, E_y, E_z)\), including linear and quadratic dependences. We apply our model to correctly interpret the s-SNOM near-field maps of single plasmonic dipolar and gap antennas. Nevertheless, our results are derived with generality and can be applied to interpret s-SNOM near-field maps of arbitrarily shaped plasmonic antennas.

2. Theoretical model

We describe in the following the theoretical model that accounts for the multiple scattering produced between probing tip and antenna sample, using the reciprocity theorem of electromagnetic fields. This approach allows for a correct interpretation of s-SNOM maps in terms of a combination of complex-valued components of the local near field around the plasmonic antenna, thus amending previous simplified interpretations.

2.1. General approach to antenna–tip scattering

The description of the s-SNOM signal yields a direct scattering problem determined by two scatterers: the tip (T) and the sample antenna (A). In the following, we treat the scattering problem with generality within the formalism of the linear response based on the dyadic Green’s function.
As depicted in the schematics of Fig. 2(a), we first define the local near field around the antenna, $E_{\text{inc}}^L(r)$, at a position $r$, excited by the incident laser illumination employed in the experiment:

$$E_{\text{inc}}^L(r) = E^A(r) + E^I(r), \quad (1)$$

which consists of the contribution of the incident field $E^I$ plus the near field produced by the scattering from the antenna $E^A$, in the absence of the tip.

We can make a first approximation and consider that the s-SNOM tip can be represented by an equivalent point-like scatterer with polarizability $\alpha^T$, given by a diagonal tensor:

$$\alpha^T \approx \begin{pmatrix} \alpha_x^T & 0 & 0 \\ 0 & \alpha_y^T & 0 \\ 0 & 0 & \alpha_z^T \end{pmatrix}, \quad (2)$$

where $\alpha_x^T$, $\alpha_y^T$, and $\alpha_z^T$ are the components of the tip polarizability tensor along each of the Cartesian coordinates $x$, $y$, and $z$. All the components of this tensor are indeed important and, typically, the component along the direction of elongation of the tip, $\alpha_z^T$, is usually slightly larger than the transverse ones, but comparable in magnitude. The assumption of a point-like dipole to describe the tip is particularly suitable considering the small size of the tip apex compared to that of the infrared plasmonic antennas, as well as its relative smaller polarizability. However, this assumption might impose limitations in the description when mapping extended two-dimensional antenna structures where additional areas of the tip, beyond its apex, might influence the scattering process.

When the tip is placed in the vicinity of the antenna, as depicted in the schematics of Fig. 2(b), the near field around the antenna, $E_{\text{inc}}^L(r)$, induces a dipole moment in the tip, $p_{\text{tip}}^D(r)$, given by

$$p_{\text{tip}}^D(r) = \alpha^T \cdot E_{\text{inc}}^L(r). \quad (3)$$

The polarized tip in turn radiates from the vicinity of the antenna the field $E(r_{\text{ext}})$ out to a general distant position $r_{\text{ext}}$. To express the field produced by a dipole, we formally define the antenna dyadic Green’s function $\mathcal{G}(r', r)$ as the propagator that generates a field distribution at a position $r'$ by a point-source dipole located at $r$, precisely considering the electromagnetic environment, i.e., the antenna, the substrate and the illumination and detection optics. The generality of this definition makes this formalism a valuable tool for the analysis of generic experimental conditions of illumination and detection. Within the weak-interaction limit, where the tip can be treated as a weakly polarizable object, the scattering by the tip to the position of the detector $r_{\text{det}}$ can be expressed in terms of the Green’s function as

$$E(r_{\text{det}}; r) = \frac{k_0^2}{\varepsilon_0} \mathcal{G}(r_{\text{det}}, r) \cdot \alpha^T \cdot E_{\text{inc}}^L(r), \quad (4)$$

where we note that the scattered field is evaluated at an external position $r_{\text{det}}$, while being also implicitly dependent on the near-field position of the tip $r$.

The expression in Eq. (4) is equivalent to a multiple-scattering description of the tip-sample interaction, restricted to the first-order scattering off the tip, as detailed in the Supp. Inf. However, in a simplification of Eq. (4), the multiple scattering between tip and sample, included in the Green’s function, is usually not considered, and the scattered far field is assumed to be the result of the...
direct propagation of light from the tip dipole (i.e. vacuum Green’s function, \( g_n \), instead of \( g_p \)) [18, 23, 24, 39–42]:

\[
\mathbf{E}(\mathbf{r}_{\text{det}}; \mathbf{r}) \propto g_n(\mathbf{r}_{\text{det}}; \mathbf{r}) \cdot \mathbf{\alpha}^T \cdot \mathbf{E}^\text{inc}(\mathbf{r}).
\]  

(5)

This expression assumes that the transfer of the antenna near field, \( \mathbf{E}^\text{inc}(\mathbf{r}) \), into the s-SNOM signal (\( \mathbf{E}^S, \mathbf{E}^P \)), can be described in Cartesian coordinates (Fig. 1) as

\[
\mathbf{E}^S \propto \mathbf{\alpha}_x^T \cdot \mathbf{E}_x,
\]  

(6)

\[
\mathbf{E}^P \propto \mathbf{\alpha}_y^T \cdot \mathbf{E}_z,
\]  

(7)

where \( \mathbf{\alpha}_x^T \) and \( \mathbf{\alpha}_y^T \) are the polarizabilities of the tip along the \( x \) and \( z \) directions, respectively. This assumption can explain many features of near-field maps, but it can also lead to misinterpretation, as we will show in the following sections. A formalism that accounts for the antenna–tip scattering in a more complete manner is thus needed.

### 2.2. Polarization-resolved s-SNOM maps: interpretation via the reciprocity theorem

We describe in this section the derivation of a more complete formalism to obtain the scattered far field from the antenna–tip system. With use of the reciprocity theorem of electromagnetism, the multiple scattering by the antenna–tip system can be properly accounted for (up to the first-order scattering off the tip), providing a different and more complete interpretation of the near-field maps.

The signal measured by s-SNOM is proportional to the amplitude of the field scattered from the antenna–tip system (before demodulation). The information on the amplitude of the scattered field is obtained thanks to the interferometric detection scheme. By locating a linear polarizer (analyzer) in front of the detector, it is possible to measure a specific component of the far field scattered by the tip–antenna system [20, 22, 25, 29]. Mathematically, the action of the analyzer on the scattered field can be represented as a scalar product between the complex-valued amplitude of the scattered field in Eq. (4), \( \mathbf{E}(\mathbf{r}_{\text{det}}; \mathbf{r}) \), and a unit vector in the direction of the analyzer axis, \( \mathbf{A}^D \), which we identify as proportional to a virtual point dipole at the position of the detector, \( \mathbf{A}^D \propto \mathbf{p}^\text{virt}(\mathbf{r}_{\text{det}}) \), as schematically depicted in Fig. 2(b). The projection of the radiated field at the detector, \( \mathbf{E}^\text{det} \), can thus be expressed as

\[
\mathbf{E}^\text{det}(\mathbf{r}) = \mathbf{A}^D \cdot \mathbf{E}(\mathbf{r}_{\text{det}}; \mathbf{r}) \propto \mathbf{p}^\text{virt}(\mathbf{r}_{\text{det}}) \cdot \mathbf{E}(\mathbf{r}_{\text{det}}; \mathbf{r}).
\]  

(8)

If we now apply the reciprocity theorem to the pair of point dipoles at the local position of the antenna, \( \mathbf{r} \), and at the detector, \( \mathbf{r}_{\text{det}} \) [37, 43, 44], we can express the following relationship:

\[
\mathbf{E}(\mathbf{r}_{\text{det}}; \mathbf{r}) \cdot \mathbf{p}^\text{virt}(\mathbf{r}_{\text{det}}) = \mathbf{E}^\text{det}(\mathbf{r}) \cdot \mathbf{p}^\text{ip}(\mathbf{r}).
\]  

(9)

where \( \mathbf{E}^\text{det}(\mathbf{r}) \) is the virtual local near field produced in the vicinity of the nanoantenna at the tip position, \( \mathbf{r} \), generated by the virtual point dipole, \( \mathbf{p}^\text{ip}(\mathbf{r}_{\text{det}}) \), located at the detector position, \( \mathbf{r}_{\text{det}} \), oriented along the direction of the analyzer, as schematically depicted in Fig. 2(c). Such definition of the virtual near field \( \mathbf{E}^\text{virt} \) fully accounts for the influence of the detection optics, through a backward propagation scheme. Note that \( \mathbf{E}^\text{virt} \) is indeed independent of the amplitude of the real incident field, \( \mathbf{E}^\text{inc} \), since it is a result of a suitably normalized virtual source.

The left-hand side of Eq. (9) indeed accounts for the polarization-resolved field at the detector, \( \mathbf{E}^\text{det}(\mathbf{r}) \propto \mathbf{E}(\mathbf{r}_{\text{det}}; \mathbf{r}) \cdot \mathbf{p}^\text{virt}(\mathbf{r}_{\text{det}}) \), which gives the s-SNOM signal (before demodulation). Following the reciprocity theorem in Eq. (9), we can thus express the detected projection of the scattered field in terms of (i) the virtual local near field around the antenna excited by a point dipole located at the detector position and oriented along the detection polarization axis and (ii) the real local near field excited in the antenna by the incoming laser light, as

\[
\mathbf{E}^\text{det}(\mathbf{r}) \propto \mathbf{E}^\text{virt}(\mathbf{r}) \cdot \mathbf{\alpha}^T \cdot \mathbf{E}^\text{inc}(\mathbf{r}),
\]  

(10)

where \( \mathbf{r} \) is the tip position in the vicinity of the nanoantenna.

Equation (10) is the fundamental result of this paper, and its application provides new insights to connect the polarization-resolved s-SNOM signal with the local near-field components produced at the antenna by the incident and virtual fields [27]. This compact expression is radically different to the commonly assumed relationship between the near field and the scattered far field, expressed in Eq. (5).

As depicted in Fig. 1, we are mostly interested in configurations of the detection polarizer along the \( S \) or \( P \) directions; therefore, we identify the local virtual fields for these polarizations as \( \mathbf{E}^\text{virt}_S \) and \( \mathbf{E}^\text{virt}_P \) respectively.

Following Eq. (10), the expressions of the scattered field for each polarization, \( \mathbf{E}^\text{det}_S \) and \( \mathbf{E}^\text{det}_P \), can be related to the \( x, y \) and \( z \) components of the local near-field vectors (\( \mathbf{E}^\text{inc}_x, \mathbf{E}^\text{inc}_y, \mathbf{E}^\text{inc}_z \)) and (\( \mathbf{E}^\text{virt}_x, \mathbf{E}^\text{virt}_y, \mathbf{E}^\text{virt}_z \)), where \( L \) refers to a specific polarization state of the incident laser light and \( D \) to the polarization of the detected light (both \( L \) and \( D \) can thus be \( S \) or \( P \)), as well as to the diagonal components of the tip polarizability (\( \mathbf{\alpha}_x^T, \mathbf{\alpha}_y^T, \mathbf{\alpha}_z^T \)):

\[
\mathbf{E}^S(\mathbf{r}) \sim \mathbf{E}^\text{virt}(\mathbf{r}) \cdot \mathbf{\alpha}_x^T \cdot \mathbf{E}^\text{inc}(\mathbf{r}) = \mathbf{E}^\text{virt}_x(\mathbf{r})\mathbf{\alpha}_x^T \mathbf{E}^\text{inc}_x(\mathbf{r}) + \mathbf{E}^\text{virt}_y(\mathbf{r})\mathbf{\alpha}_y^T \mathbf{E}^\text{inc}_y(\mathbf{r}) + \mathbf{E}^\text{virt}_z(\mathbf{r})\mathbf{\alpha}_z^T \mathbf{E}^\text{inc}_z(\mathbf{r}),
\]

(11)

\[
\mathbf{E}^P(\mathbf{r}) \sim \mathbf{E}^\text{virt}(\mathbf{r}) \cdot \mathbf{\alpha}_y^T \cdot \mathbf{E}^\text{inc}(\mathbf{r}) = \mathbf{E}^\text{virt}_x(\mathbf{r})\mathbf{\alpha}_y^T \mathbf{E}^\text{inc}_x(\mathbf{r}) + \mathbf{E}^\text{virt}_y(\mathbf{r})\mathbf{\alpha}_y^T \mathbf{E}^\text{inc}_y(\mathbf{r}) + \mathbf{E}^\text{virt}_z(\mathbf{r})\mathbf{\alpha}_z^T \mathbf{E}^\text{inc}_z(\mathbf{r}).
\]

(12)

Equations (11) and (12) provide a general and straightforward way to relate the polarization-resolved scattered far field with the local near field induced at the nanoantenna at the position of the tip \( \mathbf{r} \). According to this relationship, the s-SNOM signal can be correctly predicted if one calculates (i) the local near-field distribution induced in an antenna.
The local near field $E_{\text{inc}}^S(r)$ and the polarized scattered far field only requires a numerical solution of the local near-field components produced by the incident field. This can be implemented for any arbitrarily shaped antenna with use of conventional solvers of Maxwell’s equations, as we will show in the next sections.

### 2.3. Combination of near-field components in s-SNOM maps: parallel illumination and backscattering detection

The local near field $E_{\text{inc}}^S(r)$ in the vicinity of the antenna, which is the magnitude we want to map, is the response of the antenna to a particular incident field polarized along a direction (L being either S or P). In our case, we will consider that the incident field is polarized along the antenna axis $x$, i.e. it can be considered as an $S$-polarized incident plane wave; therefore, $E_{\text{inc}}^x = E_{\text{inc}}^S$. We denote the tip position-dependent components of this local near field as

$$E_{\text{inc},x}^S(r) = E_{\text{inc},x}^S = f_x \cdot E^1 = E_x,$$

$$E_{\text{inc},y}^S(r) = E_{\text{inc},y}^S = f_y \cdot E^1 = E_y,$$

$$E_{\text{inc},z}^S(r) = E_{\text{inc},z}^S = f_z \cdot E^1 = E_z,$$

where we define the components of the local field enhancement, $f_x$, $f_y$, and $f_z$, as the ratio between the corresponding local near-field component and the incident field amplitude. In the case of $P$-polarized incident radiation, we would denote the local near field around the antenna as $E_{\text{inc}} = E_{\text{inc}}^P$.

In a backscattering s-SNOM configuration scheme, the incident and backdetection directions are equivalent; thus, we can relate the local near fields produced at the antenna by the polarized virtual fields ($E_{\text{virt}}^S$ and $E_{\text{virt}}^P$) with those produced by the incident laser radiation (with the same polarization):

$$E_{\text{virt}}^S \propto E_{\text{inc}}^S / E^1 = f^S,$$

$$E_{\text{virt}}^P \propto E_{\text{inc}}^P / E^1 = f^P,$$

where $f^S$ and $f^P$ are the local near-field enhancement vectors produced by $S$- and $P$-polarized incident light, respectively.

Following this notation, the signals measured when selecting the $S$- and $P$-polarized components of the scattered light can be further simplified as

$$E^S(r) \sim (E_{\text{inc}}^S(r) / E^1) \cdot \alpha^T \cdot E_{\text{inc}}^S(r) = f^S(r) \cdot \alpha^T \cdot f^S(r) \cdot E^1,$$

$$E^P(r) \sim (E_{\text{inc}}^P(r) / E^1) \cdot \alpha^T \cdot E_{\text{inc}}^S(r) = f^P(r) \cdot \alpha^T \cdot f^S(r) \cdot E^1.$$

Equations (18) and (19) are novel expressions that describe the s-SNOM signals in a different way to that commonly treated to date [20, 23, 24, 39–41]. The signal at the detector is expressed in terms of a product of the vectors of local field enhancement produced by the illumination from (i) the real source and (ii) the virtual source located at the detector, with the same polarization as the detection scheme. Furthermore, the product of local field enhancements is weighted by the corresponding components of the tip polarizability tensor.

We now develop the expressions above for the case of an oblique incident light, $\theta$, as depicted in Fig. 1. We consider the setup shown in the figure, with $S$-polarized light incident at an angle $\theta_0 = 45^\circ$, and a backscattering detection scheme. The local excitation of the antenna with polarization perpendicular to its axis produces a very weak response of the local near-field enhancement at the antenna, $f^S$, since this polarization is perpendicularly to the antenna’s main axis. Therefore, effectively, we can assume the local near field to be parallel to the $P$-polarized incident field, and set $f^P = (0, -1, 1)$ in Eq. (19), since the incoming light is barely modified by the antenna for this polarization.

Considering all the above, the expressions for the position-dependent $S$- and $P$-polarized far-field components of the scattered field, i.e. the s-SNOM signals, $E^S(r) = E^P$ and $E^P(r) = E^S$, of a dipolar antenna excited along its polarization axis $x$ can be expressed in terms of the near-field components ($E_x$, $E_y$, and $E_z$) produced by the incoming light around the antenna [or equivalently in terms of the field enhancement components ($f_x$, $f_y$, $f_z$)] as

$$E^S \propto (\alpha_x^T E_x^2 + \alpha_y^T E_y^2 + \alpha_z^T E_z^2) / E^1$$

$$= (\alpha_x^T f_x^2 + \alpha_y^T f_y^2 + \alpha_z^T f_z^2) \cdot E^1$$

and

$$E^P \propto (\alpha_x^T E_x - \alpha_y^T E_y) = (\alpha_x^T f_x - \alpha_y^T f_y) \cdot E^1.$$

A striking consequence of Eqs. (20) and (21) is that the scattered field obtained with the $P$-polarized detection scheme provides a signal which is proportional to a linear combination of the $y$ and $z$ components of the local near-field enhancement induced around the antenna, $f_y$ and $f_z$, weighted by the respective components of the polarizability tensor of the tip, $\alpha_y^T$ and $\alpha_z^T$. However, the $S$-polarized detection scheme (detection polarization parallel to the polarization of the incident field) provides a signal which depends quadratically on the three components of the local field enhancement, $f_x^2$, $f_y^2$, and $f_z^2$, weighted by the corresponding components of the tip polarizability tensor [see Eq. (20)].
The linear dependence on the local field for $P$-polarized detection is determined by the single involvement of the antenna in the signal formation. The antenna solely enhances the near field and induces the dipole moment of the tip, which directly radiates to the detector. Due to the particular arrangement of the experiment, $P$-polarized scattering from the antenna is not allowed; therefore, the second scattering process from the antenna is forbidden. The quadratic dependence for the $S$-polarized detection, however, does involve a double role of the antenna: first the antenna interacts with the incoming field and produces a strong local near field that polarizes the tip, and then the emission of the tip to the far field is again mediated by the antenna, leading to a second enhancement of the resulting far-field amplitude. This so-called double scattering by the antenna is commonly present and exploited in field-enhanced spectroscopies, where the field enhancement produced is obtained by the double scattering of a variety of optical nanoantennas, such as in SERS or TERS [45–47]. In our case, however, the process is completely elastic[27].

In the following sections we demonstrate the significance of the theoretical results obtained in Eqs. (20) and (21) by comparing our theoretical predictions with experimental results obtained in s-SNOM for plasmonic nanoantennas. Before doing so, we properly describe and account for the demodulation scheme employed in experiments. In practice, an oscillating tip is employed in tapping mode to modulate the far-field signal. The detector is equipped with a lock-in amplifier and only higher harmonic tapping frequencies of the signal are recorded, generating two-dimensional near-field maps of the antennas when properly scanned.

2.4. Demodulation of the signal

The modulation of the distance between the antenna and tip produces the corresponding modulation of the scattered far-field signal $E_{\text{det}}(r)$. The modulation of the separation distance can be done by sinusoidally modifying the position of the tip $r$ at a frequency $\Omega$ in the vertical direction as $r(t) = r_T^\parallel + z\{z_{\text{min}}(r_T^\parallel) + \Delta + \Delta \cos(\Omega t)\}$. Here, $r_T^\parallel$ denotes the lateral position of the tip which only slowly varies with time, $\Delta$ is the amplitude of the tip oscillation and $z_{\text{min}}(r_T^\parallel)$ represents the lowest point of the tip oscillation. The resulting s-SNOM image is then a function of the lateral tip position $r_T^\parallel$ after time Fourier transforming the signal at each point.

The $n$th-order demodulated signal, $(E_{\text{det}})_n \equiv E_{n,\text{det}}$, can be obtained by Fourier transforming $E_{\text{det}}(r)$, according to

$$
(E_{\text{det}})_n(r_T^\parallel) = \int E_{\text{det}}(r) \cos(n\Omega t)dr. \tag{22}
$$

The demodulation of the signal using Eq. (22) together with the harmonic oscillation of the tip pertains only to the signal coming from the mutual interaction between the antenna and the tip.

The idealized description of the tip as a harmonically oscillating object might fail in practice due to several experimental limitations such as the anharmonicity of the tip oscillation [38, 48] or a varying polarizability of the tip with the distance from the antenna sample (due to the finite size of the tip). In order to account effectively for the phenomenon of anharmonicity, we implement for the third demodulation order the following effective tip oscillation [38]:
substrate by solving Maxwell equations within the finite-difference time-domain method (FDTD) [49].

3.1. Local near-field components

The illumination of the single antennas (3.8 μm long and 150 nm wide resonant at wavelength 11.06 μm) follows a scheme such as the one illustrated in Fig. 1. S-polarized light (along the x axis) polarizes the antenna and induces a distribution of local near-field components in the xy plane on top of the antenna, \(E_i(x, y)\) with \(i = x, y, z\). In Fig. 3, we plot the calculated amplitude and phase of the three components of the near field for a model antenna under such illumination.

The amplitude of the in-plane component along the antenna axis, \(|E_x|\) [Fig. 3(a)], shows the typical dipolar pattern with field expelled out of the poles of the induced antenna dipole at each side of the antenna. The relative phase, \(\varphi_x\), remains the same at both sides since the near fields point in the same direction at both poles. The in-plane component in the perpendicular direction, \(|E_y|\) [Fig. 3(b)], also shows a near field expelled towards the sides of the poles of the induced antenna dipole with a phase shift, \(\varphi_y\), of \(\pi\) both along the antenna axis as well as in the perpendicular direction. Finally, the amplitude of the out-of-plane component, \(|E_z|\) [Fig. 3(c)], shows a noticeable enhancement on top of the antenna increasing in value from the center towards its edges. A phase shift, \(\varphi_z\), of \(\pi\) also identifies clearly the change in sign of the field induced at both sides of the antenna.

In the next section we will show that the signal measured by s-SNOM can be related to the components of the antenna near field via the theoretical model developed above [Eqs. (20) and (21)].

3.2. Interpretation of near-field maps within the theoretical model

In this section we will show the amplitude and phase of the s-SNOM signal given by the scattering off the tip in the vicinity of infrared plasmonic linear antennas. In order to test our model, we compare the signals obtained in the framework of the more complete theoretical model with the experimental s-SNOM images. This microscopic technique, based on atomic force microscopy (AFM), allows for simultaneous detection of optical signal and sample topography. For the experiments we used the neaSNOM from neaspec GmbH (see schematics of the setup in Supp. Inf.), where the nanoantenna and a conventional AFM Si tip are illuminated from the side (at an angle of about 45° with respect to the surface normal) with a focused CO₂ laser operating at a wavelength of 11.06 μm. The polarization of the illuminating beam is set to be parallel to the antenna axis \(x\) (as depicted in Fig. 1). The s-SNOM is operated in the so-called backscattering mode of operation [21,27,36,41]. Pseudo-heterodyne interferometry is utilized for simultaneous detection of amplitude and phase of the optical signal. Background contributions from the tip and nanoantenna are suppressed by vertical oscillation of the tip with respect to the nanoantenna at a tapping frequency \(\Omega = 300\) KHz (tapping mode AFM) [30]. The \(n^{th}\) order harmonic demodulation of the detected signal \(E_n\) provides information on the near field in the proximity of the nanoantenna. Two infrared polarizers are located in front of the detector in the interferometer to select \(P^+\) and \(S^-\) polarized scattered fields, which provide the signals \(E_{nP}^+\) and \(E_{nS}^-\), respectively, and we have a 45° polarizer in the reference arm. The third order of demodulation (\(n = 3\)) is used here to obtain the near-field maps of the nanoantennas.

With use of this setup, we first analyze single dipolar linear plasmonic nanoantennas on a CaF₂ substrate (gap nanoantennas are analyzed in the next sections). The dimensions of the nanoantennas are chosen to be in resonance with the illuminating wavelength at 11.06 μm, which corresponds to an antenna length of 3.8 μm. The width of the antenna is 150 nm. The topography of the linear nanoantenna used in the experiments is shown in Fig. 4(a), left. In Fig. 4(b) and (c) we show the experimental images of amplitude \(|E_3|\) (top) and phase \(\varphi_3\) (bottom) signals of a single metallic nanoantenna with use of \(S^-\) and \(P^+\)-polarized detection, respectively (left-hand-side panels). The dipolar pattern of the antenna near field is identified in \(P^+\)-polarized detection as a strong amplitude signal \(|E_3|\) at both extremities of the antenna and a phase shift \(\varphi_3^+\) of \(\pi\) between both antenna sides [Fig. 4(c), left]. These amplitude and phase distributions along the antenna axis have been associated to the direct mapping of the out-of-plane component, \(E_z\), of the near field in a conventional interpretation of s-SNOM images. However, it is possible to identify the contribution...
of the transverse in-plane component, $E_y$ (transverse direction crossing from the antenna surface to the substrate), particularly in the phase image, which departs from this interpretation. This phase jump of $\pi$ in the $y$ direction is noticeable in the experimental phase map of Fig. 4(c), bottom left, and points towards the influence of the $y$-component projection on the s-SNOM signal obtained with $P$ polarization. In the area above the antenna the component $E_z$ plays the dominant role. However, when the signal is detected in areas at the sides of the antenna, the component $E_y$ overtakes the leading role causing the observed phase jump in the transverse direction. We will see below how the presence of different components, conveniently combined as introduced in our model, successfully interprets these features.

Even more striking results are observed when the $S$-polarized scattered field is detected ($|E_3^S|$). s-SNOM images obtained with $S$ polarization cannot be explained as a simple projection of the in-plane near-field components, mapped in the far field via the tip radiation. The experimental amplitude signal, $|E_3^S|$ [Fig. 4(b), top left], shows a dipolar pattern with large intensity that extends on top of the metal. However, the phase distribution $\varphi_3^S$ in Fig. 4(b), bottom left, indicates a zero phase shift between the antenna arms. The in-plane component of the local near field $E_y$ [displayed in Fig. 3(a)] shows similarities with the observed phase distribution, but it fails to address the distribution of the experimental amplitude: the fields associated with the $x$ component are expelled out of the antenna, as observed in Fig. 3(a); however, $|E_3^S|$ shows a substantial contribution of signal from positions on top of the antenna, pointing towards the influence of the $E_z$ component in this signal. The full theoretical model is thus necessary to interpret the experimental images obtained with $S$ polarization, as described below.

We calculate the demodulated signal (including the effect of anharmonicity) for both $P$- and $S$-polarized detections following the theoretical framework introduced in the previous sections [Eqs. (18), (19) and (23)]. The actual implementation of the numerical calculations for both polarizations is described in detail in Supp. Inf. We consider a demodulation order $n = 3$, as in the experiment, and an effective tip radius of 30 nm. For demodulation, the tapping amplitude of the tip is assumed to be $\Delta = 85$ nm and the anharmonicity parameter is adjusted to $\delta = 0.05\Delta$. The experimental signal suffers from background noise, which effectively prevents a reliable measurement of phase in areas of low signal intensity. To take this into account, a random signal generated with a normal distribution centered at zero and standard deviation equal to 1% of the signal amplitude maximum is added to the theoretically demodulated signal. The calculated near-field maps are shown at the right-hand side of Fig. 4(b) and (c) for $S$- and $P$-polarized detection, respectively.

For $P$-polarized detection [Fig. 4(c), right], the amplitude and phase from our model reproduce perfectly the experimental dipolar pattern of the antenna resonance, including the phase jump between the antenna surface and substrate in the $y$ direction consistently with the assumed dependence of the signal on $E_y$ and $E_z$ in Eq. (21).

When the full theoretical analysis is applied to the $S$-polarized detection, the squared components of the near field $E_x^2$ and $E_z^2$ contribute to the signal with appropriate weights [Eq. (20)] (the contribution of $E_y^2$ is smaller in this
Therefore, even if $S$-polarized detection is selected, in some positions on top of the antenna the $z$ component of the local near field is so strong that it dominates over the $x$ component [see bright spots at the edges, on top of the antenna, in Fig. 4(b) top, for both theory and experiment]. Hence, the maximum of the signal is positioned above the antenna arm and not at the position outside of the antenna, as would be observed for the pristine $x$ component. The quadratic combination of components also explains the zero phase shift observed when crossing the antenna arm. We also observe a jump in the phase in the transverse direction to the antenna axis in the $S$-polarized detection. This jump is not identified in the theoretical model image, and it might be connected with the tip oscillation close to the antenna’s side edge. We demonstrate in the next section that the prediction of our model for the signal captured from the area above the antenna perfectly fits with the experiment.

### 3.3. Linear versus quadratic combination of components

We analyze in more detail the dependences of the scattered far fields on the local near-field components. Figure 5(a) and (b) depict the calculated line profile of $P$- and $S$-polarized scattered far-field amplitudes, respectively, measured along the top center of the single dipolar antennas in Fig. 4. The experimental signal (black line) is compared to the de-modulated far-field amplitude and phase profiles obtained theoretically by applying Eq. (22) for a tip of effective radius of 30 nm, tapping amplitude $\Delta_1$ of 85 nm and including the additional influence of the anharmonicity following Eq. (23) with $\delta = 0.05 \Delta_1$.

A remarkable feature of the experimental signal profiles (black lines in Fig. 5) is that the $P$-polarized amplitude signal exhibits an approximately linear profile with the distance from the antenna center, whereas the signal obtained with $S$ polarization approximately shows a parabolic profile. Equation (21) reveals that the measured $P$-resolved signal is linearly proportional to the amplitude of the $z$ component of the electric near field above the antenna axis. Other components do not contribute to the signal at the central line of the profile due to symmetry considerations. This is corroborated from the calculation of the amplitude of this component ($E_z$) along the antenna (blue line in Fig. 5(a), top), showing a linear profile along the antenna from the center. Since the expression for the $S$-polarized scattered far field in Eq. (20) shows a quadratic dependence on the amplitude of the $z$ component of the electric field, $E_z^2$, the parabolic experimental profile can be expected for this polarization. This dependence can indeed be verified in the experimental profile of Fig. 5(b) top, black line, with a quadratic profile in agreement with our theoretical predictions (red line). The effects of tapping amplitude demodulation and anharmonicity also influence the fine details of the signal, but the main trends of the linear and quadratic behaviour, as reported here, remain the same (see Supp. Inf. for a comparison of the direct and demodulated signals for different tapping amplitudes and anharmonicity parameters).

The phase profiles of both the experimental and the theoretical signals for $P$-resolved detection [Fig. 5(a), bottom, black and red lines, respectively] exhibit a $\pi$ shift associated with the dipole mode of the antenna, reproducing the behaviour of the phase of the $E_z$ component (blue line).
A closer observation of the experimental line profile for the phase signal obtained with $P$ polarization (black line) reveals a slight phase gradient towards the center of the antenna, whereas the theoretical signal (red line) predicts a constant phase associated with a sharp phase jump in the center of the antenna. This minor disagreement can be associated with a slight experimental misalignment with respect to the precise geometry considered in the calculations.

For $S$-polarized detection [Fig. 5(b), bottom], the signal of the experimental phase (black line) can be nicely reproduced by our theoretical model (red line). The constant phase profile on both sides of the antenna verifies the theoretical prediction that the signal obtained with $S$ polarization is mainly given by the weighted sum of the squares of the local near-field components (Fig. 5, dashed lines), and not directly by the in-plane component $E_x$ (green line). The signal on top of the antenna, along its axis, is given in our calculations exclusively by the $E_z$ component of the local near field. The $x$ component of the local near field contributes to the signal only in areas outside of the antenna, but with much smaller weight than for the $z$ component.

As a result, the maximum of the signal is located on top of the antenna body, and not on one of the antenna sides.

4. Near-field maps of gap antennas

We now explore the implications of our model in another important configuration in plasmonics: the system formed by two metallic arms, 3.35 $\mu$m long, interacting in close proximity forming a gap nanoantenna (gap $\approx$ 30 nm), as illustrated in the topography image of Fig. 3(a), left. We apply our model to this structure when incident light illuminates the antenna in backscattering mode with incident polarization along(432,362),(860,512). A hot spot in between the antenna arms is expected when the antenna is illuminated in resonance, following a strong Coulomb interaction between the two antenna arms [40, 50–54].

We display the calculated local near-field components induced on a plane on top of the gap antenna by light polarized along the antenna axis in Fig. 6. The amplitude (top) and phase (bottom) are displayed for (a) the $x$ component, (b) the $y$ component and (c) the $z$ component. As expected, the $x$ component of the local near field is mainly localized at the antenna gap. Due to the coupling, the $y$ and $z$ components show a slightly asymmetric distribution above each antenna arm, resembling that of single antennas in Fig. 3(b) and (c).

Following the same experimental procedure as in the previous section, polarized s-SNOM images of amplitude and phase are obtained. The results are shown in Figs. 7(b) and (c) for $S$ and $P$ polarization, respectively. For in-plane $S$-polarized detection, a hot spot can be clearly identified in the antenna gap [top-left image in Fig. 7(b)]. The results of the full theoretical analysis shown in Fig. 7(b), top right, reproduce the intensity of the local near-field amplitude in the antenna gap, as well as on top of the antenna extremities, consistent with the presence of $x$ and $z$ components of the local near field obtained in the $S$-resolved signal, as derived from Eq. (20). This situation is analogous to the case of the single antennas discussed in Fig. 4(b), top right. Therefore, our results corroborate that the parallel-detection scheme does not straightforwardly map the in-plane $x$ component of the local near field, as one could intuitively assume, but it rather includes a quadratic combination of in-plane and out-of-plane components, $E_x$ and $E_z$, respectively.

When the detector is polarized along the out-of-plane direction ($P$), the hot spot at the gap is not visible in the experimental amplitude [Fig. 7(c), top left]; however, regions of large field enhancement on top of the arms of the antenna are distinguishable, decaying towards the center of each arm. Under this detection scheme, and following Eq. (21), the signal is mainly proportional to the out-of-plane ($z$) component and to the transverse component ($y$) of the local near field, similar to the case of single linear antennas. A more detailed description of the amplitude profiles along the gap antennas is included in Supp. Inf.

The theoretical images in Fig. 7(c), as well as those in Fig. 4(c) corresponding to single antennas, agree perfectly with the signals observed experimentally, thus emphasizing the importance of a complete description of the scattering process to describe the mapping of plasmonic antennas.

5. Local near field at hot spots: antenna's apex and gap

Optical and infrared antennas produce regions of space where the electromagnetic fields are concentrated and enhanced dramatically, known as hot spots [50]. The selection of the component that provides the main contribution to the field enhancement at each point depends on the particular position where the near field is evaluated. In the case of a single linear antenna, the hot spots identified are located in the proximity of the antenna extremities (apaxes). In the
apex area, on top of the metal, the component of the local near field governing the enhancement is the out-of-plane component (z component); therefore, we can approximate the signal that combines the local near-field components in Eqs. (20) and (21) by simplified expressions that consider only the large component. In a region in the proximity of the antenna where the out-of-plane component (z) is very large, $E_z >> E_x$, and $E_z >> E_y$, and therefore at these special positions of the linear antennas (hot spots), the expressions for the P- and S-resolved signals can be simplified to

$$E_n^S \propto \alpha_z^T (E_z)_n / E^1 = \alpha_z^T (f_z^2)_n \cdot E^1 \quad (24)$$

and

$$E_n^P \propto \alpha_z^T (E_z)_n = \alpha_z^T (f_z)_n \cdot E^1 \quad (25)$$

According to Eqs. (24) and (25), at the extremities of a linear antenna on top of the metal, P polarization measures a linear dependence of the signal on the out-of-plane near-field component, whereas S-polarized detection measures a quadratic dependence on the out-of-plane component. The result in Eq. (24) implies that it is possible to map the out-of-plane component of the local field in an antenna with S-polarized detection. This situation can be experimentally observed in both single antennas [Fig. 4(b), top left] and gap antennas [Fig. 7(b), top left], where substantial signal from the z component is mapped in S-polarization detection. It can thus happen that the selection of a particular position to evaluate the local near field can provide information of an unexpected component, as in this case: at the antenna hot spot (antenna extremity), the in-plane-polarized detection scheme provides information on the out-of-plane local near-field component.

In a gap antenna, an additional hot spot appears at the gap, where the in-plane x component of the local near field $E_x$ is very large. At the antenna gap, the expression for the P-resolved signal in Eq. (21) implies that the signal involves only information on the y and z components of the local near fields. However, for S-polarized detection, the small components in Eq. (20) can be neglected; thus, the signal from the gap yields information on the in-plane component $E_x$, following the expression

$$E_n^S \propto \alpha_x^T (E_x)_n / E^1 = \alpha_x^T (f_x^2)_n \cdot E^1 \quad (26)$$

Hence, for a strong in-plane local near-field enhancement, S-polarized detection resolves a quadratic dependence of the in-plane local near field.

This interpretation is corroborated by the calculated signal obtained from Eq. (22) and the experimental map obtained for the case of S-polarized detection, shown in Fig. 7(b), top right and top left, respectively, where both the antenna gap and the extremities appear with considerable intensity. The signals obtained at both positions of the gap antenna might be equally intense, but the origin of this intensity is totally different: at the gap, the intensity is proportional to the square of the in-plane near-field enhancement [Eq. (26)], whereas on top of the arms’ extremities, the signal is proportional to the square of the out-of-plane near-field component [Eq. (20)], as described previously.

The correct assignment of the local near-field components to the corresponding polarization-resolved signal thus
depends on the actual position of evaluation at the antenna, as well as on the particular relative intensity of each of the local near-field components, as demonstrated here both by theory and experiments.

6. Conclusion

Based on electromagnetic scattering theory applied to the system of a sample antenna and a probing tip, we have developed a new formalism to correctly interpret polarization-resolved s-SNOM images, which is fully corroborated by experiments. Contrary to what had been considered in previous studies, we have shown that the demodulated signal cannot be simply related to a specific near-field component. The signal measured in s-SNOM at a given position involves a weighted sum of the individual local near-field components at that position. The weighting factors are spatially dependent and can be obtained from a combination of the polarizability tensor components of the probing tip with the components of a virtual local near-field distribution. The virtual near fields are produced by an imaginary source positioned at the detector, with the polarization determined by the orientation of the analyzer.

We have applied our generalized model to the examples of linear and gap-plasmonic nanoantennas for a specific but typical detection and illumination scheme. Our model shows an excellent agreement with the experimental images, explaining features in the plasmonic maps that remained poorly understood to date. For the analyzed systems and incidence polarization scheme, the new model predicts that the $S$-resolved signal provides information of a linear combination of squared local near-field components of the antenna, whereas the $P$-resolved signal produces experimental maps given by a linear combination of the near-field components. This interpretation of the $P$- and $S$-resolved signals is derived for linear plasmonic antennas for the particular conditions of in-plane illumination and backscattering detection; however, measurements with other illumination/detection schemes can be equally interpreted with use of the general formalism presented here. The complex-valued combination of near-field components involved in a general s-SNOM signal can lead to surprisingly distributed near-field maps, which are impossible to interpret solely in terms of the isolated near-field components induced at the antennas.

The results presented here set a robust basis for a general interpretation of s-SNOM near-field maps. Furthermore, our formalism might also provide new insights to interpret the signals obtained in antenna-assisted molecular fluorescence [55], near-field tomography techniques [32] or in the development and better understanding of field-enhanced spectroscopies [45–47] mediated by plasmonic antennas, where the concepts presented here might also apply.
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