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• De Broglie length, Fermi wave-length
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1.4 Examples of low-dimensional systems
• 2D: transition metal dichalcogenides, semiconducting chalcogenides, 

layered halogen compounds, graphene, FeSe
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• 0D: fullerenes, quantum dots, atomic clusters, synthetic nanocrystals
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1. Length scales and low dimensional systems
1.1 Nano, meso, and macro scales

Macro scale
• The scale of our everyday life
• The properties of materials are 

defined by physical bulk 
properties:
• Color
• Density
• Stiffness
• Sound velocity
• Bending rigidity
• …

• Classical mechanics are enough
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1.1 Nano, meso, and macro scales

Meso scale
• The scale in between the bulk 

and the atomic limits
• Mesoscopic physics study the 

properties of small condensed 
objects

• Bulk properties of materials may 
be used and classical mechanics 
may be used

• Quantum mechanical effects 
appear and may be important



1. Length scales and low dimensional systems
1.1 Nano, meso, and macro scales

Nano scale
• The scale of the atomic limit
• Bulk properties make no sense
• The quantum nature of the 

electrons is crucial
• Quantum mechanical 

description
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1.2 Dimensionality

Chemical bonding approach



1. Length scales and low dimensional systems
1.2 Dimensionality

Chemical bonding approach

• In a given compound there 
might be units strongly bonded 
by covalent bonds

• These units interact among 
themselves by weak forces, e.g. 
hydrogen bonds, Van der Waals 
forces.

• Depending on the dimension of 
the unit: 0D, 1D, 2D, 3D systems
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1.2 Dimensionality

Chemical bonding approach: 0D

P4Se3

P

Se
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1.2 Dimensionality

Chemical bonding approach: 1D

SiSe2
Si

Se
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1.2 Dimensionality

Chemical bonding approach: 2D

NbSe2
Si

Se

Nb
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1.2 Dimensionality

Chemical bonding approach: 3D

C

Diamond



1. Length scales and low dimensional systems
1.2 Dimensionality

Van der Waals forces

• Intermolecular forces, or forces 
between strongly bonded 
covalent units
• Debye forces: Dipole-dipole 

interactions
• Hydrogen bonds: Dipole-

dipole interactions with 
hydrogen

• London dispersion forces: 
Instantaneous dipole-
induced dipole interactions 
in non-polar materials

• Dipole-induced dipole 
interactions
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1.2 Dimensionality

Van der Waals forces

• Debye forces (hydrogen bonds): 
Dipole-dipole interactions

F~r-3
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1.2 Dimensionality

Van der Waals forces

• London dispersion forces: 
Instantaneous dipole-induced 
dipole interactions in non-polar 
materials

F~r-6



1. Length scales and low dimensional systems
1.2 Dimensionality

Van der Waals forces

• Dipole-induced dipole 
interactions

F~r-6



1. Length scales and low dimensional systems
1.2 Dimensionality

Physical length scales approach

• Based on size dependence 
of a physical property, e.g. 
electronic or phonon 
transport

• Reduced dimension if the 
dimension of the sample is 
smaller than a characteristic 
length L0

• Dimensionality definitions

0D: quantum dot

L0 = � , characteristic length

1D: quantum wire
2D: quantum well

L0 > Li, i = 1, n ⇥ (3� n)D system

Lx, Ly, Lz < L0

Lx, Ly < L0 Lx < L0

10
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• Dimensionality definitions

0D: quantum dot
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0D: Quantum dot 1D: Quantum wire 2D: Quantum well



1. Length scales and low dimensional systems
1.2 Dimensionality

Physical length scales approach:

• De Broglie wavelength:
The (wave)length at which a 
particle with momentum p 
shows wave-like (quantum 
mechanical) behavior

• Fermi wavelength:
The (wave)length at which an 
electron in a metal with energy 
EF (Fermi energy) shows wave-
like (quantum mechanical) 
behavior
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1.2 Dimensionality

Physical length scales approach:

Element EF (eV) vF (106 m/s) λF (Å)

Li 4.74 1.29 5.65

Be 7.08 1.28 5.69

K 2.12 0.86 8.47

Pb 9.47 1.83 3.98



1. Length scales and low dimensional systems
1.2 Dimensionality

Physical length scales approach:

• Mean free path:
The average distance an electron travels 
before it experiences a scattering process 
that changes its initial momentum

• Elastic scattering: 
• When the energy of the electron 

is conserved
• Impurity scattering mainly

• Inelastic scattering: 
• When the energy of the electron 

is not conserved
• Electron-electron and electron-

phonon scattering mainly
It is related to the relaxation time τ, for a 
material with carrier velocity v.
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1.2 Dimensionality

Physical length scales approach:

• Relevant length scales

S. Datta, “Electronic transport in mesoscopic systems”,1995

proccess transistor 
(Texas Instruments).

•A few relevant scale lengths:

15S. Datta, “Electronic transport in mesoscopic systems” (1995)



1. Length scales and low dimensional systems
1.3 Transport regimes 

Transport through a constriction:

into the channel. No backscattering within the channel is assumed.
The potential profile in the channel generally has a maximum point
near or at the source edge of the channel. The maximum constitutes
the bottleneck of current flow through the channel. Therefore, the
carriers injected from the source populate only within the positive
velocity states at the bottleneck point, and constitute the current
flow from source to drain. A similar contribution from the drain is
also considered. The net current density of the device is given by the
carrier flux injected from source to channel minus the flux injected
from drain to channel, as we obtain [1,2],

ID ¼
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Here, En is the n-th quantum energy level of the inversion layer at
the bottleneck, and fFS is the Fermi potential of the source. F1/2(x) is
the Fermi Dirac integral of the 1/2 order (Sommerfeld’s definition
[6]). The summation is over the six silicon valleys and also over the
quantum level n in each valley. First, fFS is evaluated by Eq. (2), and
the substitution of the value in Eq. (1) then provides the current
density ID. Note that the device current is independent of the
channel length. The current in Eq. (1) is a difference of two terms;
the positive term representing the current flowing from source to
drain, and the negative term that depends on VD and represents the
flow from drain to source. As VD increases, the magnitude of the
negative component diminishes to eventually become negligible,
leading to current saturation. The short channel effect is not
explicitly considered. But the drain-induced barrier lowering
(DIBL) is implicitly considered by renormalizing the threshold
voltage Vt in accordance with the Vt lowering of the actual device.

2.2. Performance limit of MOSFETs

The FET current in the ballistic limit implies the high
performance limit of the device in a given structure because the

carrier velocity degradation due to scattering is neglected [7]. Fig. 2
shows the current density given by Eqs. (1) and (2), and shows the
performance limit of MOSFETs as a function of the inversion carrier
density. The curve denoted by MSM corresponds to results where
multiple subbands of the inversion layer are considered. EOSA
stands for the effective one-subband approximation where only
the lowest subband is considered, and presents an overestimation.
The FET current is a complicated function of various parameters,
but the performance limit is reduced to a single curve when
described by the inversion carrier density.

The current is factorized into a product of the carrier density,
which is primarily controlled by the MOS capacitance, and of the
carrier velocity, which is yielded by the transport of carriers. The
ballistic conduction free of scattering influences the carrier
velocity, and the velocity is directly coupled to the performance
limit. In current saturation of a ballistic MOSFET, all carriers
injected from the source over the bottleneck potential are running
toward the drain. There is no backward flow at the bottleneck. The
mean velocity of carriers at the bottleneck point is called the
injection velocity, and is hereafter designated by vinj. The value is
independent of the drain voltage if the DIBL is neglected, and
represents the magnitude of ballistic current in the channel. In
actuality, the saturated current is expressed for large VD as

ID sat ¼WCoxðVG % V tÞvinj (3)

In a weak inversion, vinj is approximately constant and has a value
of 1.2 $ 107 cm/s. This corresponds to the thermal velocity of the
inversion electron and increases as the temperature is raised. In a
strong inversion, vinj increases as the carrier density increases due
to the carrier degeneracy. As the carrier density is increased, the
Pauli principle forces carriers to populate higher energy levels and
the increase in kinetic energy leads to an increase in the mean
velocity. Notice that the injection velocity is close to the saturation
velocity, '107 cm/s.

2.3. Comparison with experimental devices

In experimental devices, what performance level can be
achieved compared to the ballistic limit? In 1988, IBM for the
first time disclosed the I–V characteristics of a sub-100 nm MOSFET
[8]. The sample was carefully fabricated and measured so as to

Fig. 2. The saturated current of the ballistic MOSFET showing the high performance
limit of the silicon MOSFET at room temperature.

Fig. 1. Carrier transport in MOSFETs depends on relative dimension of the device
size and the mean free path.

K. Natori / Applied Surface Science 254 (2008) 6194–6198 6195

Diffusive

Quasi-ballistic

Ballistic
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2D: Transition metal dichalcogenides (TMDs)
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2D: Transition metal dichalcogenides (TMDs)

Traces of Charge Density Waves in NbS2

Maxime Leroux,1, ⇤ Laurent Cario,2 Alexei Bosak,3 and Pierre Rodière1, †

1
Institut Néel CNRS - University of Grenoble, 38 avenue des Martyrs, Grenoble, France

2
Institut des Matériaux de Nantes, Nantes, France

3
European Synchrotron Radiation Facility, Grenoble, France

(Dated: January 29, 2018)

Among Transition Metal Dichalcogenides (TMD), NbS2 is often considered as the archetypal
compound that does not have a Charge Density Wave (CDW) in any of its polytypes. By compar-
ison, close iso-electronic compounds such as NbSe2, TaS2 and TaSe2 all have CDW in at least one
polytype. Here, we report traces of CDW in the 2H polytype of NbS2, using x-ray Thermal Di↵use
Scattering measurements at 77K and room temperature. We observe 12 extremely weak satellite
peaks located at ±13o 54’ from ~a⇤ and ~b⇤ around each Bragg peaks in the (h, k, 0) plane. These
satellite peaks are commensurate with the lattice via 3~q � ~q 0 = ~a⇤, where ~q 0 is the 120� rotation of
~q, and define two chiral

p
13 a⇥

p
13 a superlattices in real space. These commensurate wavevectors

and tilt angle are identical to those of the CDW observed in the 1T polytype of TaS2 and TaSe2.
To understand this similarity and the faintness of the peaks, we discuss possible sources of local 1T
polytype environment in bulk 2H-NbS2 crystals.

I. INTRODUCTION

Transition Metal Dichalcogenides (TMD) have the
generic formula MX2, consisting of a transition metal M
(Nb, Ta, Ti, Mo, W...) and a chalcogen X (S, Se, Te).
They are layered materials with strong in-plane bonds
and weak Van der Waals inter-layers interactions provid-
ing an important two dimensional (2D) character. The
individual layers consist of a triangular lattice of tran-
sition metal atoms surrounded by chalcogens, and come
in two forms named 1T and 1H. In 1T layers the tran-
sition metal atoms are surrounded by six chalcogens in
octahedral (Oh) coordination, whereas in 1H layers the
six chalcogens are in trigonal prismatic (D3h) coordina-
tion. These two base layers have a wide range of pos-
sible stacking arrangements, called polytypes1 (e.g. see
Fig. 1), which di↵er by the translation, rotation and or-
dering of the two base layers 1H and 1T. TMD polytypes
are usually classified using Ramsdell’s notation2, which
specifies the number of layers in the unit cell followed
by a letter to indicate the lattice type and, when nec-
essary, an additional alphanumeric character to distin-
guish between stacking sequences. Thus, a 1T polytype
has 1 layer in a trigonal unit cell while a 2H polytype
has 2 layers in a primitive hexagonal unit cell. This dis-
tinction is especially important for TMD as polytypes of
the same TMD compound can have dramatically di↵er-
ent electronic properties spanning from semiconducting
to metallic or superconducting3.

TMD recently attracted renewed interest because their
quasi 2D nature is similar to graphene and the tunabil-
ity of their electronic properties is promising for novel
electronic devices4,5. In the case of metallic TMD, the
2D character and strong electron-phonon coupling makes
them prone to electronic orderings such as Mott insulator
or charge density waves (CDW) and superconductivity1.
This multiplicity of possible ground states hold a great
technological potential. For instance, a new orbitron-

FIG. 1. Cristallographic structures of the three
known polytypes of NbS2: 1T reported only in thin film7

or monolayer form8, and 2H and 3R found in bulk crystals
form9. In the 1T polytype, the transition metal atom is in
octahedral coordination and layers are stacked without rota-
tion or in-plane translation. The 2H and 3R polytypes are
composed of 1H single layers with the metal atom in trigonal
prismatic coordination, but they di↵er by their stacking: ro-
tation and no in-plane translation for 2H, in-plane translation
and no rotation for 3R. The unit cell is indicated by solid red
lines.

ics concept has been proposed in TMD such as 1T-TaS2,
whereby switching between the orbital configurations and
melting the CDW phase using ultrashort laser pulses
would yield a complete and reversible semiconductor-to-
metal transition6.

CDW are periodic modulations of the electronic den-
sity accompanied by a periodic distortion of the crystal
lattice. CDW are usually caused either by a nesting vec-
tor of the Fermi surface inducing a peak in electronic
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2D: Transition metal dichalcogenides (TMDs)

Novoselov et al., PNAS (2005)

Exist in the 2D limit
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2D: Transition metal dichalcogenides (TMDs)

N. Sabari Arul and V. Devaraj Nithya., “Two Dimensional Transition Metal Dichalcogenides” (2019)

Properties of TMDs
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1.4 Examples of low-dimensional systems

2D: Transition metal dichalcogenides (TMDs)

Morosan et al., Nat. Phys. (2006)Leroux et al., PRB (2015)

Metallic TMDs phase diagrams with charge-density waves (CDWs) and 
superconductivity (SC)
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2D: Transition metal dichalcogenides (TMDs)

Similar phase diagram to the high-temperature superconductors
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2D: Transition metal dichalcogenides (TMDs)

Xi et al., Nat. Nanotech. (2015) Ugeda et al., Nat. Phys. (2015)

NbSe2

Contradicting results about the CDW temperature in the 2D limit 
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2D: Semiconducting chalcogenides

Chalcogen

Other metal
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2D: Semiconducting chalcogenides

Crystal structures and phase diagrams

PbTe

Pb

Te

Rock-salt structure
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4Dipartimento di Fisica, Università di Roma La Sapienza, Piazzale Aldo Moro 5, I-00185 Roma, Italy
5Graphene Labs, Fondazione Istituto Italiano di Tecnologia, Via Morego, I-16163 Genova, Italy

6Department of Applied Physics and Material Science, Steele Laboratory, California Institute of Technology,
Pasadena, California 91125, USA

7IMPMC, UMR CNRS 7590, Sorbonne Universités—UPMC Univ. Paris 06,
MNHN, IRD, 4 Place Jussieu, F-75005 Paris, France

8Sorbonne Universités, CNRS, Institut des Nanosciences de Paris, UMR7588, F-75252 Paris, France
9Departamento de Física de la Materia Condensada, University of the Basque Country (UPV/EHU),

48080 Bilbao, Basque Country, Spain

(Received 19 July 2018; revised manuscript received 29 November 2018; published 22 February 2019)

Since 2014 the layered semiconductor SnSe in the high-temperatureCmcm phase is known to be the most
efficient intrinsic thermoelectric material. Making use of first-principles calculations we show that its
vibrational and thermal transport properties are determined by huge nonperturbative anharmonic effects. We
show that the transition from theCmcm phase to the low-symmetryPnma is a second-order phase transition
driven by the collapse of a zone border phonon, whose frequency vanishes at the transition temperature. Our
calculations show that the spectral function of the in-plane vibrational modes are strongly anomalous with
shoulders and double-peak structures.We calculate the lattice thermal conductivity obtaining good agreement
with experiments only when nonperturbative anharmonic scattering is included. Our results suggest that the
good thermoelectric efficiency of SnSe is strongly affected by the nonperturbative anharmonicity.

DOI: 10.1103/PhysRevLett.122.075901

Thermoelectric materials can convert waste heat into
electricity [1,2]. The thermoelectric efficiency of a material
is measured by the dimensionless figure of merit
ZT ¼ S2σT=κ, where S is the Seebeck coefficient, σ the
electrical conductivity, T the temperature, and κ ¼ κe þ κl
the thermal conductivity, constituted by electronic κe and
lattice κl contributions. The thermoelectric efficiency can
be thus enhanced by decreasing the thermal conductivity
while keeping a high power factor S2σ. Materials have been
doped [3–5] or nanostructured [6,7] in order to get a high
power factor combined with a low thermal conductivity,
yielding, i.e., ZT ≃ 2.2 in PbTe [8]. In the proximity to a
phase transition ZT may also soar, as in the case of Cu2Se
[9]. Recently, however, Zhao et al. reported for SnSe [10]
the highest thermoelectric figure of merit ever reached in a
material without doping, material treatment, or without
being sharply enhanced by the proximity to a phase
transition: ZT ≃ 2.6 above 800 K.
SnSe is a narrow gap semiconductor that crystallizes at

room temperature in an orthorhombic Pnma phase. At T ≃
800 K [10–13] it transforms into a more symmetric base-
centered orthorhombic Cmcm structure (see Fig. 1). The

(a) (b)

(c) (d) (e)

FIG. 1. The primitive lattice vectors of the Cmcm structure are
a1¼ða=2;0;c=2Þ, a2 ¼ ð−a=2; 0; c=2Þ, and a3 ¼ ð0; b; 0Þ, where
a (long axis), b, and c are the lattice constants of the conventional
cell. (a)XZ face of theCmcm structure. Primitive lattice vectors are
denoted with arrows for convenience we show a1 and −a2. (b) XZ
face of the Pnma structure. (c) Atomic displacements of mode Γ1.
(d) Atomic displacements of mode Y2. (e) Atomic displacements of
mode Y1. Sn atoms are red and Se blue.

PHYSICAL REVIEW LETTERS 122, 075901 (2019)

0031-9007=19=122(7)=075901(6) 075901-1 © 2019 American Physical Society

SnSe

Distortions of rock-salt structure

High T Low T
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2D: Semiconducting chalcogenides

Very good thermoelectric materials
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2D: Semiconducting chalcogenides

Synthesized in the 2D limit and possible ferroelectricity
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Thermoelectric materials can convert waste heat into
electricity [1,2]. The thermoelectric efficiency of a material
is measured by the dimensionless figure of merit
ZT ¼ S2σT=κ, where S is the Seebeck coefficient, σ the
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mode Y1. Sn atoms are red and Se blue.
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Since 2014 the layered semiconductor SnSe in the high-temperatureCmcm phase is known to be the most
efficient intrinsic thermoelectric material. Making use of first-principles calculations we show that its
vibrational and thermal transport properties are determined by huge nonperturbative anharmonic effects. We
show that the transition from theCmcm phase to the low-symmetryPnma is a second-order phase transition
driven by the collapse of a zone border phonon, whose frequency vanishes at the transition temperature. Our
calculations show that the spectral function of the in-plane vibrational modes are strongly anomalous with
shoulders and double-peak structures.We calculate the lattice thermal conductivity obtaining good agreement
with experiments only when nonperturbative anharmonic scattering is included. Our results suggest that the
good thermoelectric efficiency of SnSe is strongly affected by the nonperturbative anharmonicity.

DOI: 10.1103/PhysRevLett.122.075901

Thermoelectric materials can convert waste heat into
electricity [1,2]. The thermoelectric efficiency of a material
is measured by the dimensionless figure of merit
ZT ¼ S2σT=κ, where S is the Seebeck coefficient, σ the
electrical conductivity, T the temperature, and κ ¼ κe þ κl
the thermal conductivity, constituted by electronic κe and
lattice κl contributions. The thermoelectric efficiency can
be thus enhanced by decreasing the thermal conductivity
while keeping a high power factor S2σ. Materials have been
doped [3–5] or nanostructured [6,7] in order to get a high
power factor combined with a low thermal conductivity,
yielding, i.e., ZT ≃ 2.2 in PbTe [8]. In the proximity to a
phase transition ZT may also soar, as in the case of Cu2Se
[9]. Recently, however, Zhao et al. reported for SnSe [10]
the highest thermoelectric figure of merit ever reached in a
material without doping, material treatment, or without
being sharply enhanced by the proximity to a phase
transition: ZT ≃ 2.6 above 800 K.
SnSe is a narrow gap semiconductor that crystallizes at

room temperature in an orthorhombic Pnma phase. At T ≃
800 K [10–13] it transforms into a more symmetric base-
centered orthorhombic Cmcm structure (see Fig. 1). The

(a) (b)

(c) (d) (e)

FIG. 1. The primitive lattice vectors of the Cmcm structure are
a1¼ða=2;0;c=2Þ, a2 ¼ ð−a=2; 0; c=2Þ, and a3 ¼ ð0; b; 0Þ, where
a (long axis), b, and c are the lattice constants of the conventional
cell. (a)XZ face of theCmcm structure. Primitive lattice vectors are
denoted with arrows for convenience we show a1 and −a2. (b) XZ
face of the Pnma structure. (c) Atomic displacements of mode Γ1.
(d) Atomic displacements of mode Y2. (e) Atomic displacements of
mode Y1. Sn atoms are red and Se blue.
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record size of the October 2015 ozone hole would
hold based on our calculations even if the volcanic
aerosol amounts were overestimated by a factor of
several (a much larger error than indicated by our
comparison of our model calculations with lidar
data for multiple eruptions in (26); supplementary
materials).
The reasons for the contributions of dynamics

and temperature to the healing of the Antarctic
ozone layer are not clear. The dynamical and tem-
perature contributions to healing estimated in
Fig. 3 vary by month in a manner that mirrors
the ozone depletion in spring, suggesting linkages
to the seasonality of the depletion itself and hence
possible dynamical feedbacks. Somemodels (33–35)
suggest that a reduction in transport of ozone to
the Antarctic occurred as depletion developed in
the 1980s and 1990s, which would imply a rever-
sal of this process and hence increased healing as
ozone rebounds. But others indicate that ozone
depletion increased the strength of the strato-
spheric overturning circulation (36), and a rever-
sal of this factor during recovery would impede
healing. Although there is robust agreement across
models that climate change linked to increasing
greenhousegases shouldact to increase the strength
of the stratospheric overturning circulation, ob-
servations show mixed results (37); further, the
seasonality of this effect has not been established,
and the magnitude in the Antarctic is uncertain.
Internal variability of the climate system linked,
for example, to variations in El Niño could also
affect the trends.

Conclusion

After accounting for dynamics, temperature, and
volcanic factors, the results presented here indi-
cate that healing of the Antarctic ozone hole is
emerging. Our results underscore the combined
value of balloon and satellite ozone data, volcanic
aerosol measurements, and chemistry-climate
models in documenting progress in the recovery
of the ozone layer since the Montreal Protocol.
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FERROELECTRICITY

Discovery of robust in-plane
ferroelectricity in atomic-thick SnTe
Kai Chang,1,2* Junwei Liu,3,1,2* Haicheng Lin,1,2 Na Wang,1,2 Kun Zhao,1,2

Anmin Zhang,4 Feng Jin,4 Yong Zhong,1,2 Xiaopeng Hu,1,2 Wenhui Duan,1,2

Qingming Zhang,4,5 Liang Fu,3 Qi-Kun Xue,1,2 Xi Chen,1,2† Shuai-Hua Ji1,2,6†

Stable ferroelectricity with high transition temperature in nanostructures is needed for
miniaturizing ferroelectric devices. Here, we report the discovery of the stable in-plane
spontaneous polarization in atomic-thick tin telluride (SnTe), down to a 1–unit cell (UC) limit.
The ferroelectric transition temperature Tc of 1-UC SnTe film is greatly enhanced from the bulk
value of 98 kelvin and reaches as high as 270 kelvin. Moreover, 2- to 4-UC SnTe films show
robust ferroelectricity at room temperature.The interplay between semiconducting properties
and ferroelectricity in this two-dimensional material may enable a wide range of applications in
nonvolatile high-density memories, nanosensors, and electronics.

T
wo-dimensional (2D)materials exhibit awide
range of symmetry-breaking quantum phe-
nomena such as crystalline order (1, 2),
superconductivity (3, 4), magnetism (5, 6),
and charge-density wave (7, 8), which per-

sist in the limit of a single-unit-cell thickness. It
has been comparatively more difficult to explore
ferroelectricity in ultrathin films. For the perov-
skite ferroelectric materials, stable out-plane spon-
taneous polarization has been discovered in the
thin films of few unit cells (UCs) thickness (9–12).
Theoretical studies point out that the charge

screening, chemical bonding, andmisfit strain at
the interface may play a role in stabilizing ferro-
electric states (13–18). The transition temper-
ature in those ultrathin films usually decreases
as the thickness is reduced (10–12, 19), which
could be understood by the destabilization of
ferroelectric states through depolarization fields.
In contrast, the transition temperature of ferro-
electric polymer film is nearly independent of
thickness, indicating 2D behavior (20).
Here, we use the molecular beam epitaxial

technique to prepare atomic-thick ferroelectric
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1. Length scales and low dimensional systems
1.4 Examples of low-dimensional systems

2D: Graphene

Graphene relativistic quantum mechanics in carbon

The Nobel Prize in Physics 2010 was 
awarded jointly to Andre Geim and 
Konstantin Novoselov "for 
groundbreaking experiments regarding 
the two-dimensional material graphene"

• Examples of low dimensional systems
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1. Length scales and low dimensional systems
1.4 Examples of low-dimensional systems

2D: FeSe

• Superconductivity in bulk FeSe at 9K
• On monolayer on top of SrTiO3 at 65-109K



1. Length scales and low dimensional systems
1.4 Examples of low-dimensional systems

1D: Polymers and organic molecules

• Examples of low dimensional systems
•Some quasi-one-dimensional materials:

G. Lehmann, P. Ziesche, “Electronic properties of metals, Esevier, 1990

(More in lecture 4)
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1. Length scales and low dimensional systems
1.4 Examples of low-dimensional systems

1D: Inorganic chains

K2Pt(CN)4Br0.2 H20
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1.4 Examples of low-dimensional systems

1D: Carbon nanotubes



1. Length scales and low dimensional systems
1.4 Examples of low-dimensional systems

1D: Metallic wires
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atoms in the crystal.
The study of electron transport through point contacts in metals

dates back to Maxwell’s studies of the diffusive transport regime17

and to Sharvin’s proposal for the ballistic transport regime18.
Quantization of conductance in the quantum mechanical ballistic
regime was demonstrated experimentally for point contacts of two-
dimensional GaAs–AlGaAs heterostructures13,14 and for metal
QPCs in the STM4–7 and other geometries8–12, and was explained
by Landauer’s formula19 and Kubo’s work20. Our result proves
quantization of conductance for a linear strand of gold atoms.
When a linear strand connects two reservoirs biased by dEð¼ eVbÞ
to produce a current dI(¼ It), then dI=dE ¼ 2e=h. There are two
foundations for this. First, electrons that move in a linear chain of
gold atoms, with a momentum in the range (p, p þ dp), can only
carry a current of dI ¼ 2eð!E=!pÞðdp=hÞ ¼ ð2e=hÞdE, where !E/!p is
the velocity of the electron at the Fermi level and dp/h is the number
of electrons, irrespective of the internal structure of the chain.
Second, the number of allowable conduction channels, determined
by the electron motion normal to the strand axis, is one for a single
strand. The double strand, then, has twice the unit conductance if
the interaction between the two individual rows is not strong.
The current atom bridges appear to differ from the QPCs in STM

configurations4–7. For the QPCs, it is claimed that only narrow,

nanometre-wide necks form between tip and substrate. Molecular
dynamics simulations5,6,21,22 predict a narrow neck, but we did not
find this here. A recent molecular dynamics simulation23 reports
elongated gold [110] and [001] wire structures in relation with the
quantized conductance: the gold [110] wire (Fig. 8c of ref. 23)
becomes permanently disordered, however; the [001] wire in Fig. 7c
of ref. 23 is similar to the single atomic strand shown in our Fig. 4.
This strand, however, has much larger atom spacings than those
indicated by the molecular dynamics simulation. Regardless of the
differences, some interesting issues remain to be investigated: the
relation between the number of atomic rows in the strand and the
number of channels for conducting electrons, quantumfluctuations
of conductances that have been reported for metallic QPCs7 and
were also observed in the experiments described here following
breakage of the strands, and the elementary excitation of conduc-
tion electrons in the strands.
The current linear strands persist for as long as two minutes. The

gold strands in these experiments were stable, regular and uniform
to an extent previously unrealized. The stability, regularity and
uniformity of these strands of gold atoms are thought to be inherent
to their natural, self-ordering phenomena, and may allow applica-
tions in devices as digitized units of electron conductors. !

Received 4 March; accepted 29 June 1998.
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7. Costa-Krämer, J. L. et al. Conductance quantization in nanowires formed between micro- and

macroscopic metallic electrodes. Phys. Rev. B 55, 5416–5424 (1997).
8. Muller, C. J., Krans, J. M., Todorov, T. N. & Reed, M. A. Quantization effects in the conductance of

metallic contacts at room temperature. Phys. Rev. B 53, 1022–1025 (1996).
9. Landman, U., Luedtke, W. D., Salisbury, B. E. & Whetten, R. L. Reversible manipulations of room-

temperaturemechanical and quantum transport properties in nanowire junctions. Phys. Rev. Lett. 77,
1362–1365 (1996).
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Figure 3 Quantized conductance of a single and a double strand of gold atoms.

a, Conductance change of a contact while withdrawing the tip. Conductance is

shown inunitsofG0 ¼ 2e2=h!ð13 kQÞ! 1.Vb ¼ þ13mVandRF ¼ 100 kQ.b, Electron

microscope images of gold bridges obtained simultaneously with the conduc-

tancemeasurements in a. Left, bridge at step A; right, bridge at step B. c, Intensity

profiles of the left and right bridges shown in b. The shaded area is the intensity

from the bridge after subtraction of the background noise. d, Models of the left

and right bridges. The bridge at step A has two rows of atoms; the bridge at step B

hasonlyone rowof atoms. The distance fromP toQ (seeb) is about 0.89 nm,wide

enough to have two gold atoms in a bridge if the gold atoms have the nearest-

neighbour spacing of the bulk crystal (0.288nm).

Figure 4 Electron microscope image of a linear strand of gold atoms (four

coloured dots) forming a bridge between two gold films (coloured areas). The

spacings of the four gold atomsare0.35–0.40nm. The strand is oriented along the

[001] direction of the gold (110) film. This image was processed to highlight the

linear strand, where the lattice fringes of the gold film in the original electron

microscope image were filtered out by Fourier transform.

Gold wires 
produced with STM

Ohnishi et al., Nature (1998)



1. Length scales and low dimensional systems
1.4 Examples of low-dimensional systems

1D: Nanowires on surfaces

Ferromagnetic 
one-dimensional 
monatomic metal 
chains

Gambardella et al., Nature (2002)
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1. Length scales and low dimensional systems
1.4 Examples of low-dimensional systems

1D: Overview of some properties

G. Lehmann, P. Ziesche, “Electronic properties of metals” 1990



1. Length scales and low dimensional systems
1.4 Examples of low-dimensional systems

0D: Fullerenes

C60



1. Length scales and low dimensional systems
1.4 Examples of low-dimensional systems

0D: Quantum dots

• Semiconducting particles of 
few nanometers

• Also called artificial atoms
• Size dependent properties



1. Length scales and low dimensional systems
1.4 Examples of low-dimensional systems

0D: Atomic clusters

• Clusters can be formed 
when a hot plume of atoms 
or molecules in a gas are 
cooled by collision with rare-
gas atoms much as droplets 
of water are formed when 
hot steam cools and 
condenses 



1. Length scales and low dimensional systems
1.4 Examples of low-dimensional systems

0D: Atomic clusters

graphitic structures, the later being governed by the sp2 bonding. Graphite is
planar and conducting. Thus, clusters of carbon and silicon exhibit very dif-
ferent structures. Carbon clusters exhibit the famous fullerene structures
whereas Si does not. In Figure 6A we show examples of carbon cluster
geometries [45] consisting of 10 atoms or less; odd-numbered clusters form
linear chains whereas even-numbered clusters form ring structures. Cage
structures of carbon clusters emerge with 20 atoms, and 60 atoms of carbon
form the well-known fullerene structure which is comprised of 20 hexagons
and 12 pentagons with a cage diameter of 6.5 Å (see Figure 6B). Higher
fullerenes also exist, although the structures no longer look spherical as C60

does. The pronounced stability of C60 [2] as well as its synthesis in bulk
quantities [46] has been one of the most exciting developments in cluster sci-
ence and it is the only elemental cluster that has been assembled to form a
solid. It is also one of the very few clusters that can be classified both as a
molecule and as a cluster.
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FIGURE 5 Equilibrium geometries of Nin (2!n!23) clusters (Ref. [44]).
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of these clusters, therefore, are expected to assume three-dimensional
closed packed geometries with as few as four atoms. This is indeed the case.
In Figure 3 we show the structures of Be clusters [38]. Note that for very
small clusters the structures are compact and follow hard-sphere packing
rules. Icosahedric structures with fivefold symmetry do not appear until the
clusters contain about 13 atoms. In contrast, alkali clusters exhibit fivefold
symmetry in clusters containing as few as six atoms.
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FIGURE 2 Geometries of Na clusters (see Ref. [37], courtesy of Dr M.S. Lee).
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P. Jena and A. W. Castleman, “Introduction to Atomic Clusters” (2010)



1. Length scales and low dimensional systems
1.4 Examples of low-dimensional systems

0D: Synthetic nanocrystals

• Chemical synthesis of 
nanoparticles of CdS, CdSe, 
CuCl

• Size control (from few nm to 
200 nm)



1. Length scales and low dimensional systems
1.5 Fabrication and characterization techniques

Nanolitography

• Techniques for etching, writing, 
printing at the nanoscale
• Optical litography
• Electron-beam litography
• Scanning proble litography
• Nanoimprint litography



1. Length scales and low dimensional systems
1.5 Fabrication and characterization techniques

Nanolitography

https://www.youtube.com/watch?time_continue=189&v=PWV9pvdRBNY&feature
=emb_logo



1. Length scales and low dimensional systems
1.5 Fabrication and characterization techniques

Atomic Force Microscopy (AFM)

• Detects the 
fluctuations of 
the tip 
induced by 
the forces of 
the sample

• Can be used 
for litography



1. Length scales and low dimensional systems
1.5 Fabrication and characterization techniques

Scanning Tunneling Microscope (STM)

• Controls the 
current 
tunneled from 
the sample to 
the atomic tip.

• Can be used 
to image and 
manipulate 
individual 
atoms.

• Atomic 
resolution.



1. Length scales and low dimensional systems
1.5 Fabrication and characterization techniques

Molecular Beam Epitaxy (MBE)

• In ultra-high-vacuum 
conditions molecules or 
atoms are deposited on 
surfaces.

• Monolayer, bilayers, etc. 
can be created

• The samples are later 
characterized by STM or 
AFM.



1. Length scales and low dimensional systems
1.6 Exercise

Perform a literature search and find a material that can be synthesized in 
low dimensions and or in its bulk form it has low-dimensional features.

• Which are the features in its electronic properties that make it 
behave as a low-dimensional material?

• Is there any other particular property that makes it behave as a low-
dimensional system?


