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Controlling the optics of quantum dots with nanomechanical strain
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We show how nanomechanical strain can be used to dynamically control the optical response of self-assembled
quantum dots embedded in nanomechanical bridges, giving a tool to shift electron and hole levels, manipulate
mechanoexciton shape, orientation, fine-structure splitting, and optical transitions, transfer carriers between dots,
and interact qubits for quantum processing. Conversely, we show how modulation of the quantum dot optical
response can be used to monitor locally an applied nanomechanical strain. Atomistic tight-binding theory is used
to describe the response of electrons and holes in a self-assembled quantum dot to applied nanomechanical strain.
The internal strain due to the lattice mismatch, the nanomechanical strain, and the internal atomic readjustment
to minimize the applied strain must all be accounted for to model correctly the strain effects. Electrons and
hole levels and charge distributions can shift together or in opposite directions depending on how the strain is
applied. This gives control for tailoring band gaps and optical response. The strain can also be used to transfer
electrons and holes between vertically or laterally coupled dots, giving a mechanism for manipulating transition
strengths and interacting qubits for quantum information processing. Applied strain can be used to manipulate the
fine-structure splitting of mechanoexcitons by distorting electron and hole charge distributions and rotating hole
orientation. Most importantly, nanomechanical strain reengineers both the magnitude and phase of the exciton
exchange coupling to tune exchange splittings, change the phase of spin mixing, and rotate the polarization of
mechanoexcitons, providing phase and energy control of excitons.
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I. INTRODUCTION

Semiconductor quantum dots (QDs) have attracted great
interest due to their potential applications in electronics,
photonics, quantum information, and high-precision measure-
ments. Passive control of the properties of quantum dots is
achieved by tailoring dot size, shape, and composition via
growth. However, dynamical control of the exciton states in
QDs is highly desirable for applications in nanophotonics. For
example, two-photon cascade from the QD biexciton state1,2

is being studied now by many groups as a route toward
entangled photon generation in scalable devices.3 However,
the anisotropic exchange splitting (AES) of QD exciton states,
which is induced by the asymmetry of typical as-grown
self-assembled dots or the lack of inversion symmetry, inhibits
entanglement of the photon pair. Annealing to reduce the
as-grown structural asymmetry,4 magnetic and electric fields
applied to manipulate the exciton states,5–10 and dressing the
states with optical control fields11,12 are being explored as ways
to modify and reduce the AES. Externally imposed nanome-
chanical strain13–20 provides a route to dynamically reengineer
the structural symmetry of the dots. This structural reshaping
would modify the electronic excitations and thereby induce
or split level degeneracies, polarize optical transitions, control
exchange splitting, induce entanglement, or modify coupling
in closely spaced dots. These are capabilities needed to use
QDs in nanophotonics and quantum-information processing.
In other optically active structures, such as optomechani-
cal cavities21–23 and rolled-up semiconductor nanotubes,24–28

induced strain would also manipulate the exciton states and
modulate the optical response of the QDs.

Just as nanomechanical strain could be used to control
QDs, quantum dots could, conversely, be used to probe and
control nanomechanical systems. Nanomechanical systems
are now being intensely studied for mass sensing,29–31 low-
power mechanical computing and memory,32–34 and energy
harvesting.35 Attempts to cool vibrations of such structures to
the fundamental quantum limit are being pursued aggressively
to realize the quantum limit in macroscopic structures, to
achieve sensing at the ultimate limit needed for quantum
metrology, and to provide coherent transducers for coupling
to other quantum systems.36–40 Surface acoustic waves are
being used to trap carriers in dynamically created quantum
dots, transport these trapped carriers, and store light.41–49 To
exploit these nanomechanical deformations, one must have
ways to probe and control them. It has been suggested that
sideband cooling via optical absorption by QDs buried in
nanomechanical structures could bring the structures to the
quantum limit.39 Recent work has shown that QD levels are
sensitive to the local strain produced by surface acoustic
waves or mechanical deformations.15–18,50 Thus QD response
could also provide a local strain gauge for nanomechanical
deformations.

To exploit hybrid nanomechanical–quantum dot devices,
one must develop an understanding for the physical operation
of such hybrid structures. This entails understanding the
coupling between internal strain due to lattice mismatch,
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externally imposed nanomechanical strain, the electron and
hole states of the QDs embedded in the device, and the strained
excitons (mechanoexcitons) in optically excited QDs.

To identify the effects of nanomechanical strain on the
optics of QDs, we consider pyramidal InAs self-assembled
QDs embedded in a GaAs nanomechanical bridge using
atomistic tight-binding theory.20 The bridge is bent to simulate
an external strain applied to distort the structure of the QDs.
We will show that a bend in the nanomechanical structure
is analogous to an electric field, inducing Stark-like electron
and hole level shifts, with one to ten meV energy shifts
possible. Electrons and holes can be moved vertically, along
the QD growth axis, or horizontally, in the plane of the QD,
depending on how the strain is applied. This behavior is
correlated with the bend-induced changes in the local band
profile. As a consequence, applied strain can also rearrange
the levels of electrons and holes in vertically or laterally
coupled dots, thereby inducing tunneling between coupled
dots. Most importantly, strain-induced spatial redistribution
and reorientation of the states, primarily the holes, can lead to
large changes in exciton exchange splitting and to rotation of
the polarization of the bright-exciton transitions. Such control
is possible because the electron and hole redistribution changes
the magnitude and the phase of the asymmetric exchange
coupling. The phase of the spin mixing in the exciton, which
defines the exciton phase, is determined directly from the phase
of the asymmetric exchange coupling.

The tight-binding theory and strain model we use to study
mechanically strained dots is briefly reviewed in Sec. II. In
Sec. III we present our results. We begin by discussing the
strain distribution in mechanically strained QDs. Next we
show how electron and hole levels shift and the states distort
under applied strain. We also explain how these level shifts and
distortions depend on the bend-induced changes in the local
band profile. Next, we present results for vertically coupled
QDs and laterally coupled QDs and show that strain-induced
distortion of electron and hole states can lead to interdot
tunneling. Finally we discuss the effect of mechanical strain on
the QD exciton to show how QD photonics can be controlled
by strain. An initial discussion of some of these results was
presented in Ref. 20.

II. THEORY

Using atomistic models is critical for an accurate de-
scription of nanomechanical-QD hybrid systems with strong
confinement, atomic-scale variations in composition and
shape, and significant lattice mismatch at interfaces. It is
also important when mechanical strain comparable to the
internal strain is applied to modify dot properties.51 We
use atomistic tight-binding theory51–53 for the electron and
hole states that incorporates an sp3s∗ orbital model, nearest-
neighbor coupling, spin-orbit effects, local strain due to
lattice mismatch, and strain imposed by bending the structure.
Relaxation of local strain and imposed strain are both impor-
tant, so we include them on an equal footing via atomistic
valence force field theory. Exciton states are determined
using a configuration-interaction treatment of the electron-hole
coupling.54–56 An atomistic model is essential for describing
accurately the effects of AES.57–59 AES can arise when the

FIG. 1. (Color online) Schematic showing the bend applied to
an InAs QD embedded in a GaAs nanobridge for (left) a symmetric
(biaxial deformation) bend with the QD at an antinode, and (right) an
antisymmetric, vertical shearing bend with the QD at a node. S is the
bend amplitude for clamped ends.

QD has geometrical asymmetry.60 However, AES arises even
when the QD has in-plane geometrical symmetry, because the
atomistic structure provides symmetry breaking.57,58

To model the nanomechanical strain, we consider an InAs
QD embedded in a GaAs nanomechanical bridge, as shown in
Fig. 1. The bridge is clamped at each end and bent along [100]
by shifting the bridge vertically along [001], as indicated. After
the structure is bent, the surface of the bridge is held fixed while
all atoms inside the bridge are allowed to relax to minimize the
imposed strain and the lattice-mismatch strain. Other boundary
conditions could be applied, and each should be investigated
to understand completely how the strain would be distributed
across the bridge. We consider maximum bend amplitudes S

which produce a beam elongation of 0.25 percent or less and
internal lattice shifts that are a tenth of the relaxation due
to lattice mismatch. For the simulations presented here, the
bridge is 80 nm wide in the lateral directions and 25 nm thick
with 10 million atoms. A small, square-based pyramidal QD
(height 3 nm, base 7 nm) with the wetting layer are located near
the middle of the bridge. Because we consider a structurally
symmetric QD, the AES is induced by atomistic symmetry
breaking. We consider two bends: one that is symmetric about
the dot that distorts the biaxial deformation induced by the
lattice mismatch and the other that is antisymmetric about the
dot providing a vertical shear, as shown in Fig. 1. Dots at other
positions along the bridge would experience a combination
of these effects. Dots closer to the top or bottom of the
bridge would feel a different strain distribution. The bend is
chosen along [100] to focus on the effects of the mechanical
deformation rather than any piezoelectric effects that can arise
for other bend directions. For a small QD, piezoelectric effects
are also small.52 We ignore these piezoelectric effects here.

III. RESULTS

A. Strain

To begin, we discuss how strain is distributed in a mechan-
ically strained QD. Strain due to lattice mismatch, which is
inherent in InAs/GaAs QDs, the applied mechanical strain,
and the resulting relaxation of the strains are all important and
must be included to model the QD response to mechanical
strain. Figure 2 compares strain in bent bridges with strain in
an unbent, flat bridge. In a flat bridge, there is large lateral
compression of the InAs lattice in the QD due to the 7 percent
lattice mismatch. In the vertical direction, the lattice constant
in the dot approaches the InAs lattice constant (the lattice
constants are aGaAs ≡ a = 0.565 nm and aInAs = 0.606 nm),
especially in the wetting layer and near the bottom of the dot.
Near the top of the dot, the compression due to lattice mismatch
is larger.
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FIG. 2. (Color online) The lattice position in a bent, relaxed
bridge (xS and zS) for a flat bridge (S = 0), for bridges with biaxial
deformation (S = 5a and −5a, with a the GaAs lattice constant) and
for a sheared bridge (S = a), shown relative to the lattice positions
in a bent, unrelaxed bridge (xS,GaAs and zS,GaAs) with all atoms at
GaAs lattice positions. The change of x at the top of the wetting layer
(z = 0) and inside the dot (z = 2a) along the line y = 0 through the
center of the dot are shown. The change of z along the axis of the dot
(x = y = 0) is also shown. The outer edges of the dot are indicated
by dotted lines.

For a bend symmetric about the dot that biaxially deforms
the dot (S = 5a and −5a), there is a small, extra lateral
expansion of the lattice near the wetting layer. Further inside
the dot (i.e., above the wetting layer) the expansion is slightly
greater for S = −5a than for the opposite bend. For the bend
amplitudes shown, the extra lattice relaxation after bending is
an order of magnitude or more smaller than the relaxation due
to lattice mismatch. For a shearing bend [S = a corresponds
to an upward bend of the right side (x > 0) of the dot], there
is less lateral expansion than in the unbent bridge. Near the

wetting layer this is accomplished by a lateral shift of the atoms
to the left. Further up into the dot, the shear shifts the atoms to
the right.

In the vertical direction (z), the expansion along the dot
axis for a shearing bend and for the flat, unbent bridge are the
same, as expected (in the bottom panel of Fig. 2 the curve with
circles and the dash-dot curve are indistinguishable). However,
there are differences between the vertical expansion of a flat
bridge and the symmetrically bent bridge. There is an overall
vertical shift of the lattice. When the bridge is pushed down,
the lattice near the dot relaxes upward to undo the bend. The
opposite occurs when the bridge is bent upward. This clearly
indicates that the lattice in a bent bridge is not simply the bent
lattice of the flat bridge. The additional internal relaxation
in response to the bend is an essential component of the total
relaxation. When the curves in Fig. 2 for the vertical expansion
for bends symmetric about the dot are superimposed on the
curve for the vertical expansion of the unbent bridge, the curves
are nearly identical. However, small differences remain. These
small differences help explain the energy-level shifts when the
bridge is bent.

Several conclusions can be drawn. The relaxation due to lat-
tice mismatch, the mechanically applied strain, and relaxation
in response to the applied strain are all important. Internal
reaction to the applied strain tries to undo a symmetrically
applied strain. An applied shearing strain breaks the lateral
symmetry of the dot.

B. Electron and hole energies

Figure 3 shows the shift in electron and hole levels when the
bridge is bent to biaxially deform or shear the dot. Throughout,
electron energies are referenced to the top of the GaAs bulk
valence band. Valence level energies, also referenced to the
top of the GaAs valence band, are shown in Fig. 3. Hole
energies are the negative of these valence-state energies. A
symmetric bend can raise or lower the electron energy levels,
depending on how the bend is applied. One to ten meV shifts
are possible for the bend amplitudes shown. The levels shift
rigidly, suggesting that the primary effect of the bend is a
spatially uniform shift of the conduction band edge in the dot.
As we will show later, the change in band profile is more
complicated than a uniform shift. The strain-induced change
�Ee of the lowest electron level is shown in Fig. 3(e). A
maximum change is achieved for S ≈ 2a. As will be discussed
later, this maximum correlates to how the applied strain moves
the electron around inside the dot, pinning the electron close
to the top of the dot for S > 0, and how the strain distorts the
band profile. The hole levels shift the same way as the electron
levels, increasing or decreasing by a similar amount as for
electrons. However, no maximum is reached, over the range
shown here, for holes. This correlates to differences in electron
and hole masses, in how electrons and holes are localized in the
dot, and the consequence that the hole never becomes pinned
for these applied strains. For S > 0, the change in hole energy
is much larger than the change in electron energy. This also
indicates that the electron is more strongly pinned by the dot
confinement and less sensitive to the applied strain for S > 0
when the strain increases the localization in the dot.
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FIG. 3. (Color online) Dependence of the electron 1S and 1P

energies Ee on bend amplitude S for (a) a biaxial deformation and
(b) a shearing bend, as indicated by the schematic insets. Energy
shifts for the valence (hole) levels Ev (Eh = −Ev) at the top of the
valence band are shown for the same bends [(c), (d)]. The strain-
induced change in the lowest electron level (�Ee), the lowest hole
level (�Eh = −�Ev), and the single-particle band gap (�Eg) due
to the bends are shown in (e) and (f). The corresponding blueshift
or redshift of the band gap is indicated for different bends where the
lowest electron and hole states remained confined, dot states.

For an antisymmetric, shearing bend, the lowest confined
electron levels increase until there is a crossing with energy
levels of wetting-layer states near S = 2a, suggesting that
the electron levels are pushed laterally out of the dot by a
shearing bend. For small S, the shifts are in the one to ten
meV range, just as for symmetric bends. For large S where
the level crossing occurs, much larger shifts are possible. As
will be discussed, the increase in electron energy correlates
to increased confinement resulting from strain-induced lateral
shifts of the electron toward the dot sides. For a shearing bend,
the hole energies are initially lowered by the bend, opposite
to the electron level shifts, showing strong mixing with the
wetting-layer levels, even for small S where the confined
electron states are not mixed with wetting-layer states. As
indicated later, confined hole states are more localized to the
wetting layer than the electron states are and, thus, mix more
strongly with wetting-layer states.

The shift of the single-particle band gap [Figs. 3(e) and
3(f)] reflects this dependence on S and on the type of strain.

For biaxially strained dots, the electron and hole levels shift the
same way when the bridge is bent and the single-particle gap
shift follows the electron and hole shift. For shearing bends, the
shift of the electron and hole levels are compensating for small
S. The band-gap shift follows the hole shift and is negative,
because the holes shift more than the electron shift. For large
shearing bends both levels mix with the wetting-layer states
and a large band-gap reduction occurs.

C. State distortion and reorientation

These energy shifts correlate to how the applied mechanical
strain shifts electrons and holes inside the dot. Figure 4 shows
how the states shift inside the dot as the bridge is bent. The
symmetric bend shifts both electrons and holes vertically,
either further up into the dot or down toward the wetting layer,
as summarized in the schematic. In the flat bridge [Fig. 4(a),
S = 0], the electron is more strongly confined to the dot while
the hole is close to the wetting layer. When the bridge is
biaxially deformed by an upward bend [Fig. 4(a)], both the
electron and hole become more localized in the dot and less
localized to the wetting layer. For a downward bend, both the
electron and hole are pushed toward the wetting layer.

A shearing bend pushes the electrons and holes laterally
along the bend. Figures 4(b) and 4(c) show the electron hole
probabilities for being in the left and right half of the wetting
layer and dot for a shearing bend that pushes up the right half
of the dot. Electrons are pushed to the left for small shearing
bends, without a large change in the probabilities to be in
the dot and wetting layer. For large S the electrons become
more localized to the wetting layer and they jump to the right
side. Holes, which are more localized to the wetting layer
in the unbent structure, shift toward the right to increase the
localization in the wetting layer, even for small S. For small
S, the shearing bend laterally separates the electron and hole.
However for large S electrons and holes become localized to
the same region again.

The applied strain also changes the shape and orientation
of the electron and hole. To quantify the thickness of a state
in the z direction, we calculate the root mean square (rms)
expectation value of z − zave, where zave is the average z

position. This gives an average half thickness T :

T =
√

〈(z − zave)2〉.
For a symmetrically bent structure, the average in-plane
position is just xave = yave = 0. We define the average length
of a state, L(�), along the in-plane direction given by the
in-plane polar angle � to be

L(�) =
√

〈[x cos(�) + y sin(�)]2〉.
We define the (half) length L of the state to be the maximum of
L(�) and the width W of the state to be the minimum L(�). By
symmetry, the width is along the axis rotated 90 degrees from
the length, The electron and hole are oblong. The orientation
of the state is defined to be the direction of maximum length,
the � that maximizes L(�).

The dependence of the electron and hole shape and
orientation on applied biaxial deformation is shown in Fig. 5.
In general, the electron shape and orientation are not strongly
sensitive to the applied strain, showing only a few percent
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FIG. 4. (Color online) Schematic of the spatial shift of electron (e) and hole (v) position inside a mechanically strained dot. (a) Probability
for the lowest electron and hole level to be in the dot, the wetting layer (wl), and the surrounding GaAs barrier region for biaxially deformed
dots. Probability for the lowest electron (b) and hole (c) level to be in the left and right halves of the dot and wetting layer for a shearing strain.

change in size and only a few degrees change from the
orientation along [110] in an unbent structure. In contrast, the
hole shape and orientation are more sensitive to the strain.
The hole shows a fifteen percent change in aspect ratio
(L/W )h, becoming more oblong for S > 0 and more circular
for S < 0. The orientation of the hole changes dramatically.
The hole is oriented along [110] in an unbent structure. The
hole rotates 30 degrees toward the [010] direction for S > 0.
For S < 0 the hole rotates in the opposite direction, first
through [100], then rapidly to [110] for S where the hole is
nearly circular, and then toward [010]. The electron shape and
orientation are weakly sensitive to applied strain because the
electron is more localized to the dot and more pinned by the
confinement provided by the dot. The hole, being more local-
ized in the wetting layer, is not as pinned by the confinement
and the applied strain can significantly distort the state.

For a shearing strain, the most important strain-induced
effect is the shift in electron and hole position, shown in
Fig. 6(a). The shift along [100] confirms the trend shown
in Fig. 4. While the hole shifts along x, it also shifts along

y. Initially, it shifts along a line at an angle close to [110]
[Fig. 6(c)]. For large shears, it is pushed more along [100].
The electron is pushed along [100] for small S but along [110]
for large S when mixing with wetting-layer states is significant.
Under a shear, the shape of the electron or hole (i.e., the aspect
ratio L/W where L and W are defined relative to the center
of the state that is shifted by the shearing strain) does not
change much. However the length of the hole state is reduced
as it is pushed toward the dot edge and it rotates to be more
perpendicular to the dot edge. The electron also undergoes a
large rotation when it mixes with wetting-layer states.

To understand the mechanical strain effects on electron and
hole levels, one must consider the strain-induced changes in the
band-edge profiles.52,61 For electrons, that change is primarily
via the hydrostatic deformation potential. For holes, there is
a shear contribution as well. Here we present the simpler
physical picture that can be developed for electrons in a bent
structure. Figure 7 sketches the biaxial deformation of the dot
due to the relaxation of the lattice mismatch. When the bridge
is bent symmetrically, the additional internal relaxation tries
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FIG. 5. (Color online) Dependence of the lowest electron (black
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to undo the bend. The additional relaxation provides vertical
expansion (compression) of the QD near the wetting layer
and compression (expansion) near the QD apex for S < 0
(S > 0), as indicated in Figs. 7(b) and 7(c). As shown in
Fig. 7(d), this relaxation lowers (raises) the conduction band
edge in the QD near the wetting layer and raises (lowers)
the band edge near the QD apex for S < 0 (S > 0). The
effect of the applied strain is a local change in the band
profile rather than a spatially uniform shift of the dot band
edge. This change in local band profile drives the change in
electron position because the electron moves toward the region
where the band profile is lowered. It moves more into the dot
for S > 0 and more toward the wetting layer for S < 0. For
S > 0, the electron moves up into a region of higher band
profile. Also the quantum confinement is greater near the apex.
Thus the electron energy increases. As S increases further, the
electron becomes pinned at the apex. Once the electron is
pinned, its energy decreases with increasing S because the
band potential continues to decrease with increasing S. For
S < 0, the electron moves down into a region of lower potential
profile with lower confinement. Both effects lower the electron
energy. Over the range shown, no minimum is reached because
pinning in the wetting layer is weak. The hole shows the same
behavior, except that no maximum is reached for large S. The
hole does not become pinned in this range of S because it starts
off localized closer to the wetting layer in a flat structure.

The effect of a shearing bend on the states is also understood
by considering the bend-induced changes in local band profile.
Additional strain on the dot due to the shearing bend and the
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relaxation after the bend is compressive. Thus the conduction
band edge increases in the dot, pushing the confined electron
levels to higher energy, as seen in Fig. 3. When the right side
of the dot is pushed up by the shearing strain, the electron
levels are initially pushed toward the left side of the dot and
down into the wetting layer, as shown in Fig. 4. There is a
larger increase in the added compressive strain when moving
vertically from the wetting layer into the left side of the dot than
when moving into the right side of the dot. This asymmetric
change in the local band profile pulls the confined electron
level toward the wetting layer and toward the left side. In the
wetting layer, the compressive strain is weakened to the left of
the dot and enhanced to the right of the dot by a shearing bend.
This pulls the wetting-layer states to the left and the lowest
wetting-layer states become resonant with the dot states, with
increased localization near the right side of the dot to remain
orthogonal to the dot states.

D. Importance of relaxation: linear and nonlinear regimes

Inclusion of the internal relaxation after the bridge is
mechanically deformed is essential for describing the effects
of mechanical deformation on the QD. For applied biaxial
deformations, calculations (see Fig. 8) done by taking a flat
beam with the strain due to lattice mismatch, bending it, but
not allowing any additional relaxation, predict energy-level
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FIG. 7. (Color online) Schematics for (a) lattice relaxation due to lattice mismatch in a flat bridge and (b) the additional relaxation in a
bent bridge, (c) the corresponding lattice shift along the vertical axis through the center of the pyramid for biaxial deformations, and (d) the
conduction band edge profile along the same vertical axis, for a flat bridge and bent bridges with the indicated amplitudes. The dotted line is
the conduction band profile of the dot in a flat bridge before relaxation of the strain due to lattice mismatch.

shifts opposite to those predicted for a fully relaxed structure.
The model with partial relaxation also predicts small shifts of
electron and hole levels. The results for the model with partial
relaxation are both quantitatively and qualitatively different
from the results for the fully relaxed structure. For the biaxially
deformed bend, the relaxation in response to the bend defines
how the electron and hole are repositioned inside the dot and
how their energies shift. The electron and hole response to
the applied strain is not just a linear response to a small
perturbation. The electron and hole response to the external
applied strain is nonlinear in that the fully relaxed lattice must
be used to model correctly the effect of external strain on the
electron and hole levels.

For a shearing bend, the energy levels predicted by the fully
relaxed model and the model without relaxation in response to
the bend disagree quantitatively but agree qualitatively, as seen
in Fig. 8. Both models predict that electrons shift to the left
for small S. However, the two models predict opposite shifts
for holes. Both models predict similar energy shifts for holes
because the dominant effect on the hole levels is strain-induced
mixing with wetting-layer states, present in both models.

In this regime of nonlinear mechanical response, QD
coupling to mechanical modes that is modeled by adding
the mechanical deformation as a perturbation to the QD
will be suspect unless the mechanical deformation is locally
renormalized by the additional relaxation. If the mechanical
strains are an order of magnitude weaker, then a linear
mechanical response can be adequate. For example, recent
experiments have studied the modulation of QD levels by an
applied surface acoustic wave (SAW).50 The strains on the QD
due to a SAW are several orders of magnitude weaker than

the strain due to lattice mismatch. Calculations (not presented
here) show that internal relaxation in response to the SAW has
no effect on the energy-level shifts induced by the SAW. The
induced shifts depend linearly on the SAW amplitude and the
level shifts follow the same time dependence as the SAW. For
the SAW studied, the SAW wavelength was much longer than
the dot. The SAW provides a band-edge shift which is nearly
uniform across the dot, leading to the energy-level shift that
follows the SAW amplitude.

E. Dependence on boundary conditions

The results shown here apply to a bridge that is shifted
vertically and then relaxes with its surface held fixed to
maintain the bend. For the biaxially deformed bridge, the major
component of the applied strain is along [001]. A shearing bend
provides a lateral distortion. There are significant differences
in the response for the two cases we have studied. A full under-
standing of the effects of applied mechanical strain requires
that a full range of boundary conditions be studied.16–19,58

Dependence on boundary conditions is an opportunity because
it means there is flexibility to tailor response by the choice of
boundary conditions. Dependence on boundary conditions also
presents a challenge if one wants to use QD response to probe
local strain, because more information about the QD response
will be needed to deconvolve the strain effects that contribute
to that response.

F. Coupled dots

An external biaxial deformation applied to a single QD
shifts electrons and holes vertically. A shear strain shifts the
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FIG. 8. (Color online) Comparison of electron [(a), (c)] and hole [(b), (d)] levels calculated for a fully relaxed, bent bridge (solid curves)
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electrons and holes laterally. This suggests that applied strain
could be used to transfer carriers between dots, much like an
electric field does, to control the strength of optical transitions
or to interact qubits stored in different dots. To assess these
possibilities, we consider both vertically stacked double dots
and laterally coupled double dots. We consider a pair of dots
consisting of a smaller, pyramidal dot (identical to the dot we
have considered so far with base width 12a) and a second dot
which is ten percent larger (base width 13a). For the vertically
stacked pair, the dots are aligned with the larger dot on top, as
is typical of epitaxially grown dots. We consider a stacked pair
with the bottom of the upper wetting layer separated from the
apex of the lower dot by 2a. For the laterally coupled pair, the
dots sit on the same wetting layer separated along [100] (i.e.,
the direction of the applied strain) with the larger dot located
at larger x. The lateral separation is taken to be the distance
between the interior base edges of the pair.

We consider the same applied strains that were studied for
the single dot. For the vertically stacked pair aligned along the
same z axis, the applied strains have the same symmetry as
when applied to a single dot. For the laterally coupled pair, we
take the yz symmetry plane that defines the symmetry of the
strain to be the yz plane at the midpoint between the dots.

1. Vertically stacked double dots

With the larger QD on top, interdot transfer should be
accomplished by vertically shifted electrons and holes down.
This is accomplished in single dots with a biaxial deformation
with S < 0. Figure 9(a) shows that the same applied strain
leads to an anticrossing of the lowest electron levels from the

two dots. Analysis of the electron wave functions confirms that
this anticrossing is accompanied by interdot electron transfer.
The response of the holes is more complicated, with multiple
anticrossings occurring because the hole levels are closer
together energetically. The anticrossings are much sharper for
holes, because the hole has a heavier mass and is more strongly
confined. Electron and hole anticrossings occur at different
applied strains. Thus electrons and holes can be transferred
separately between dots. The dependence of electron levels on
S is similar for the single dot and the stacked pair. For holes,
there are bigger differences, indicating that the effects of local
strain due to lattice mismatch are modified when the two dots
are close together.

A shearing strain laterally shifts electrons and holes and
should not be as efficient in transferring charge between
vertically stacked dots. We do not find any vertical interdot
electron transfer for shearing strains in the range considered
so far. For holes, there are some weak anticrossings, especially
when the dot states are mixed with the wetting-layer states and
among the closely spaced higher levels.

2. Laterally coupled dots: effect of strain in a flat structure

Before considering bent structures, it is important to
understand the effects of strain due to lattice mismatch on
two closely spaced, laterally coupled dots in a flat bridge.
Figures 10(a) and 10(b) show how electron and hole levels
shift as the interdot separation is reduced. The lowest pair of
states arise from the ground states of each dot. As the dot
separation is reduced and the states mix, there should be an
anticrossing that pushes one state to lower energy and the
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FIG. 9. (Color online) Dependence of the near-band-gap energy
levels of a vertically stacked pair of dots (red, dashed curves) on
mechanical strain: (a) electron and (b) hole levels in a biaxially
deformed bridge, and (c) hole levels for a shearing strain. For
comparison, the energy levels of the smaller, bottom dot are shown
(black, solid curves). The apex of the bottom dot is separated from
the wetting layer of the larger top dot by 2a.

other to higher energy. For both electrons and holes, the two
states split, as expected, but they also shift farther into the gap,
indicating that strain between the dots due to lattice mismatch
can significantly reduce the energy levels for closely space
dots. The effects are larger for holes, which are more strongly
coupled to the wetting-layer states and can tunnel laterally
more easily than electrons.
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a flat bridge. Energies of the coupled dot pair are shown as solid lines.
Energy levels for the two isolated dots are shown as dotted curves.
(c) Dependence of the electron levels (red, dashed curves) in a dot
pair on applied shearing strain. The dot-to-dot separation is 12a. The
lowest electron level in the small dot is shown (solid curve).

3. Laterally coupled dots: effect of strain in a bent structure

Interdot strain due to lattice mismatch couples and splits the
two lowest levels, so interdot strain inhibits interdot tunneling.
To consider the effects of applied strain, we have studied
widely spaced dots with separation 12a where the effects of
interdot strain are less important. A shearing strain applied to a
single dot shifts the electrons laterally. As shown in Fig. 10(c),
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a level anticrossing does occur for the shear (S > 0) that should
push electrons laterally from the larger dot toward the smaller
dot. This interdot transfer is inhibited if the separation is
reduced. Biaxial deformations, which provide vertical transfer,
do not induce lateral interdot transfer. Interdot lateral transfer
of holes is also possible with a shear strain, but not with a
biaxial deformation.

G. Excitons

1. Binding energy and fine structure

The lowest electron and hole states are doubly degenerate
due to spin. Consequently, the lowest electron-hole pair state is
fourfold degenerate. When the Coulomb and exchange effects
are included, the pair ground state splits into four exciton
states. Two are dark excitons (DEs) and two are bright excitons
(BEs). Figures 11(a) and 11(b) compare the strain-induced
change in energy of the four lowest mechanoexciton states and
the lowest electron-hole pair state for (a) biaxial deformation
and (b) shearing strain. On a gross scale, the strain-induced
change in exciton levels follows the strain-induced change of
the pair ground state, with the change in pair energy making
the biggest contribution to the change in exciton energy. On
a finer scale, the effect of applied strain on the Coulomb and
exchange energies is more dramatic, as seen in the exciton fine
structure shown in Figs. 11(c) and 11(d) and Figs. 13(a) and
13(b). DEs are nearly degenerate and split from the pair ground
state by the binding energy. The binding energy increases
(decreases) when a biaxial deformation is applied with S > 0
(S < 0) because the electron and hole are pushed more into
(out of) the QD. The binding increases when a shearing bend is

applied, even though the electron and hole are pushed laterally
in opposite directions, because the vertical electron-hole
separation is reduced by the shearing bend. The two BEs are
split from the DEs by the isotropic exchange interaction and the
two BEs are further split by the anisotropic contribution to the
exchange coupling. The binding energy and the DE-BE
exchange splitting change slowly when the nanomechanical
strain is applied [see Figs. 13(a) and 13(b)]. However,
nanomechanical strain can significantly alter the AES, with
reduced splitting and an apparent anticrossing for a biaxial
deformation when S > 0 and greatly increased AES from
an apparent level repulsion for a shearing bend. As will
be discussed later, these apparent level anticrossings and
repulsion actually arise from strain-induced changes in the
anisotropic exchange coupling rather than from avoided level
crossings.

2. Bright-exciton polarization

When the mechanical strain is applied, the dark excitons
remain dark and the bright excitons remain bright. The
mechanical strain does not strongly mix the spin-forbidden
transitions with change in total z angular momentum
�Jz �= ±1, which define the DEs, with the spin-allowed
transitions with �Jz = ±1, which define the BEs. However,
the polarization of the BEs is drastically rotated by the applied
strain. The two BEs are orthogonally polarized. In a flat
bridge they are polarized along the QD diagonals, as shown
in Fig. 12. For the largest bends considered in a biaxially
deformed bridge, the lowest BE is polarized along the [100]
bend direction for S > 0 and approaches this limit for S < 0.
For a shearing bend, the polarization of the lowest BE rotates
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FIG. 11. (Color online) The energies of the lowest two bright excitons (BE) and two dark excitons (DE) and the single-particle pair energy
for (a) biaxial deformation and (b) a shearing bend. Dependence of the fine structure for the lowest two bright excitons (BE) and two dark
excitons (DE) on bend amplitude for (c) biaxial deformation and (d) a shearing bend.
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FIG. 12. (Color online) Dependence of the absorption strength of the single-particle pair ground state on the bend amplitude of (a) a biaxial
deformation and (b) a shearing bend for polarization along the pyramid diagonals (x + y and x − y) and along the pyramid sides parallel (x)
and perpendicular (y) to the bend. Dependence of the absorption strength of the lowest BE on the bend amplitude of (c) a biaxial deformation
and (d) a shearing bend.

in the opposite direction, becoming polarized perpendicular
to the bend when S � 2a and the electron states cross the
wetting-layer states. The two BEs remain orthogonally
polarized for each strain and rotate together.

The absorption strength for the pair ground state is shown
in Fig. 12. In Figs. 12(a) and 12(b), we sum over the possible
transitions to the four degenerate pair ground states. In a flat
structure, the average absorption into the pair state has no
polarization dependence. When a biaxial strain is applied, the
pair ground state transition is enhanced by ten percent for po-
larization along y, is suppressed by ten percent for polarization
along x, and less affected for polarization along the diagonals.
This weak dependence of the absorption of the pair ground
state on strain contrasts with the effect of applied strain on
bright excitons [Figs. 12(c) and 12(d)], which show the large
polarization rotation and 100 percent changes in polarization.

The absorption strength of the pair ground state is deter-
mined by the magnitude of the pair dipole matrix elements.
The weak dependence on strain is an another measure of the
effect of strain on the electron-hole overlap. For a biaxial
deformation, the effect is weak because the electron and hole
shift in the same direction under the applied strain.

For a shearing bend, the pair ground state absorption shows
a stronger dependence on strain, with a suppression of the
absorption for larger S. This suppression arises because the
electron and hole are shifted laterally in opposite directions by
a shearing strain, making the pair transition spatially less di-
rect. This is an effect of the strain on the dipole matrix element.
The BE absorption strength is also suppressed at larger S due
to these matrix-element effects. However, the large rotation of

the BE polarization is still clear. The pair ground state is not
as strongly polarized by the strain and does not show a large
rotation. Again, the strong sensitivity of the BE polarization
arises from the strain-induced changes to the mixing.

3. Understanding the effect of strain on exchange coupling,
fine-structure splitting, and polarization

For the QDs considered here, the two lowest BE states are
made primarily from the lowest electron-hole pair state, with
minimal mixing of higher confined states. Thus the BEs are
mixtures of the two degenerate, Jz = ±1 electron-hole pair
states excited optically by a spin-conserving transition with
circularly polarized light (�Jz = ±1). In this basis of pair
states, the Hamiltonian for the two BEs is

HBE =
(

Eeh + Vcoul + Vexch,sc Vexch,mix

V ∗
exch,mix Eeh + Vcoul + Vexch,sc

)
.

Eeh is the electron-hole pair energy. The (real) Coulomb matrix
element Vcoul determines the binding energy but does not
mix the spin states with different Jz. The exchange splitting
between DEs and BEs is determined by a (real) exchange
matrix element which is also spin conserving (sc), Vexch,sc.
The AES between BEs is determined by the magnitude of the
(complex) off-diagonal exchange interaction Vexch,mix which
does mix Jz. Vcoul and Vexch,sc are much larger than |Vexch,mix|,
but strain-induced changes in Vcoul and Vexch,sc are comparable
to |Vexch,mix|, as shown in Fig. 13. This is true for biaxial
deforming bends, shown in Fig. 13, and shearing bends (not
shown). �Vcoul, �Vexch,sc, and |Vexch,mix| follow, respectively,
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FIG. 13. (Color online) Exciton energy splittings for (a) a biaxial deformation and (b) a shearing bend. (c) Dependence of the strain-induced
change in the (real) Coulomb coupling �Vcoul and spin-conserving exchange coupling �Vexch,sc and the magnitude of the (complex) exchange
coupling that mixes spin |Vexch,mix| on the bend amplitude for a biaxial deformation. (d) Dependence of the phase of the exchange coupling
Vexch,mix for spin mixing on bend amplitude.

the change in binding energy, the DE/BE exchange splitting,
and the AES shown in Figs. 13(a) and 13(b) for biaxially
deforming bends and shearing bends. Vcoul and Vexch,sc vary
smoothly under strain while |Vexch,mix| shows the apparent
anticrossing for the biaxial deforming bend and the apparent
level repulsion for the shearing bend. This is a matrix-element
effect rather than a true anticrossing, because the exciton
character does not switch near these apparent anticrossings.

Only the two optically active Jz = ±1 pair states are mixed
to make the BE, so the phase of the mixing is determined by
the phase of Vexch,mix , which is shown in Fig. 13. In turn, the
polarization of the optical transition is determined by the phase
of the mixing, as shown schematically in Fig. 14. When the
phases for the two optically active pair states are chosen so
that their optical dipole moments are proportional to x̂ ± iŷ,
then Vexch,mix is imaginary for S = 0, ensuring that BEs are
polarized along the QD diagonals in a flat bridge. When strain
is applied, the phase of Vexch,mix and the polarization rotate.
When Vexch,mix is real, the mixing leads to a polarization either
along x or y. The sign of Vexch,mix determines whether the
polarization rotates by π/4 to x or −π/4 to y.

The reason why strain controls the phase of Vexch,mix

emerges by looking at Coulomb and exchange matrix ele-
ments. Vcoul couples the electron density at r [ρe(r) = |φe(r)|2,
for electron state φe(r)] with hole density at r′ [ρh(r′) =
|φh(r′)|2]:

Vcoul = −
∫

ρe(r)ρh(r′)
ε(r,r′)|r − r′| ,

with the local screening given by ε(r,r′). Vcoul is real
and, from the Kramers degeneracy of the spin states, spin

FIG. 14. (Color online) Schematic for the mixing of the two
allowed, circularly polarized transitions (top line) that lead to the
bright excitons. The connection between the anisotropic exchange
coupling and the resulting polarization PBE is indicated (second line).
The phase of Vexch,mix determines the polarization of the BEs [arrows
inside the QD base (third and fourth line)] made by mixing the
circularly polarized pair transitions.
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independent. Vexch,sc couples polarization density P (r) at
r, with P (r) = φe(r)φh(r), and the conjugate polarization
density at r′, P ∗(r′):

Vexch,sc =
∫

P (r)P ∗(r′)
ε(r,r′)|r − r′| .

Vexch,sc is real, depends mostly on the interaction weighted
average of |P (r)||P (r′)| and weakly on the phase difference
between P (r) and P (r′). For Vexch,mix, the Kramers degeneracy
of pairs with opposite spin ensures that the coupling is between
P (r) and P (r′):

Vexch,mix =
∫

P (r)P (r′)
ε(r,r′)|r − r′| .

Vexch,mix and Vexch,sc depend similarly on |P (r)|, but Vexch,mix

depends on the sum of the phases of P (r) and P (r′). Me-
chanical strain modifies binding energy and DE-BE exchange
splitting by reshaping the electron and hole densities. The
smooth variation of binding energy and exchange splitting
reflect limited strain-induced reshaping. The exciton polar-
ization and phase of spin mixing are modified by changing
the relative phase and orientation of the electron and hole
pair.

Recently it was found that BE polarization of an alloy
quantum dot can vary significantly for QDs with the same
composition profile but different actual atom distributions
even though energy splittings were not as sensitive to the
distribution.59 This is another indication of the tight connection
between polarization, the phase of spin mixing, and the relative
orientation of electrons and holes. Experimentally a strong
connection between the sign of the asymmetric exchange

coupling, the size of the fine-structure splitting, and the
orientation of polarization has been observed for quantum dots
manipulated by electric field9 and strain.18

IV. SUMMARY

In conclusion, we have used atomistic tight-binding theory
to show how nanomechanical strain can be used to dynamically
control the optics of quantum dots. Electron and hole levels
and charge distributions can shift together or in opposite
directions depending on how the strain is applied. This
gives control to tailor optical properties. The strain can also
be used to transfer electrons and holes between coupled
dots to control transition strengths and interacting qubits
for quantum-information processing. The internal strain due
to the lattice mismatch, the nanomechanical strain, and the
internal readjustment to minimize the applied strain must all
be accounted for to model correctly the strain effects. Applied
strain can be used to manipulate the fine-structure splitting
of mechanoexcitons by reshaping and reorienting the electron
and hole charge distributions. Importantly, strain can be used to
control the phase of the spin mixing and rotate the polarization
of mechanoexcitons, giving control to reengineer the inner
workings of the exciton.
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