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Nanoparticle structures observed in aberration-corrected electron microscopes exhibit many types of

behavior, some of which are dominated by intrinsic conditions, unrelated to the microscope environ-

ment. Some behaviors are clearly driven by the electron beam, however, and the question arises as to

whether these are similar to intrinsic mechanisms, useful for understanding nanoscale behavior, or

whether they should be regarded as unwanted modification of as-built specimens. We have studied a

particular kind of beam–specimen interaction – plasmon dielectric forces caused by the electric fields

imposed by a passing swift electron – identifying four types of forced motion, including both attractive

and repulsive forces on single nanoparticles, and coalescent and non-coalescent forces in groups of two

or more nanoparticles. We suggest that these forces might be useful for deliberate electron beam

guided movement of nanoparticles.

& 2012 Elsevier B.V. All rights reserved.
1. Introduction

For many years, electron microscopy in materials science fol-
lowed two essentially different paths: high magnification imaging of
crystalline structures, defined and guided by the conceptual devel-
opment of Scherzer [1], and microbeam analysis, aimed at obtaining
the composition and chemistry of small specimen regions, following
the early work of Hillier and Baker [2]. During an exciting and
productive time in the 1970s Albert Crewe and his group knit these
two fields together by introducing concepts and instrumentation
which combined structural imaging and elemental characterization
in the same instrument [3,4]. Further, they demonstrated a cap-
ability to image single atoms [5], and introduced methods for
understanding that imaging within the context of already existing
theory [6], cementing the fundamental unity embodied in the
present day Transmission Electron Microscope (TEM) and Scanning
Transmission Electron Microscope (STEM). This work contributed
greatly to the development of more precise, quantitative methods
which today allow us to identify and locate atoms within extended
structures through the use of aberration correction to produce sub-
Ångstrom probes [7–9] and through advanced EELS equipment to
identify the local bonding environments using Electron Energy Loss
Spectroscopy (EELS) in both non-aberration-corrected [10] and
aberration-corrected instrumentation [11].
ll rights reserved.

Batson).
Thus, the modern STEM is increasingly a quantitative tool
intended to provide understanding of the relationship among
structure, composition, bonding, and function. With the addition
of aberration correction, this work is being extended to the
investigation of structure–function relationships within small
groups of atoms. A good example of this is in the recent identifica-
tion of catalytic behavior of a single atom [12]. An enabling feature
of the aberration corrected system is the very high contrast
available in single atom signals, which allows inspection of slowly
evolving atomic level processes within the microscope [7,13]. These
investigations are still restricted to time scales of seconds, but it
seems not too far in the future that optical excitation of a high
brightness source may allow recent very high temporal resolution
experiments [14,15] to be extended to the atomic level.

Recently, we discussed an ubiquitous feature of aberration
corrected electron microscopy: atoms and nanoscale objects are
often in motion under the electron beam [13]. While this state-
ment may seem a bit surprising to most microscopists, it has been
a prominent part of reports on small particle imaging in the past
[16,17]. The movement of atoms under the electron beam is an
easy finding to accept, but motion of nanoscale objects was
greeted with many questions. What are the primary mechanisms
that produce motion? Should electron beam driven motion be
considered a damage mechanism, or a variation of naturally
occurring motion, a source of additional information about the
specimen? With recent additional reports of interesting move-
ment in the microscope [18,19], these questions have become
more interesting and important to address.
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We have looked in detail at one type of force in order to
understand a primary finding that violent coalescence of well
separated nanoscale metal particles can be driven by the dielec-
tric polarization of particle pairs by a passing swift electron. We
call these plasmonic forces because much of their spectral
strength lies in coupled electromagnetic fields that have plasmo-
nic origin. But they belong to the same family of forces that hold
all materials together, including London Dispersion forces, Van
der Waals, Debye and other forces that are central to the dynamic
behavior of molecules during self-assembly, that transport com-
plex molecules in biology, and that enable DNA and protein
measurement using nanopore structures.
2. Experimental observations

These experiments were performed in a third order aberration
corrected VG Microscopes STEM, using 120 keV acceleration
energy [7]. The beam current varied from 50–150 pA using a
0.8 Å beam size, which is scanned in a raster fashion to produce
200 ms exposures. Therefore one measure of beam current density
is 1�1010 amps/m2 in the small probe, or 1�104 amps/m2 averaged
over the image area of 1024�1024 pixels. These are somewhat
larger than typical STEM beam current densities used in materials
science, but not by large amounts.

In Fig. 1 we show a schematic summary of the interaction
behavior that we have demonstrated. All of these situations can be
visualized as forces arising from the interaction of particle fields that
arise in response to the polarizing electric field of a passing electron.
We suggest the symmetry of these fields by noting the sign of local
charge fluctuations at the particle surfaces. The behavior includes,
on the right, in pairs of particles (1) particle coalescence, character-
ized by an anti-symmetric coupling of surface plasmon response
fields [13], and (2) particle separation, a result of symmetric
coupling caused by a swift electron passage between two particles.
On the left, forces between the passing electron and a single particle
include: (3) pulling of a single nanoparticle using dipole interactions
at moderate impact parameters, and (4) pushing of a single nano-
particle using multipole interactions at small impact parameters.
The first three of these behaviors are relatively straightforward. We
can easily imagine pulling a single particle by the establishment of a
positive image charge within the particle in response to the negative
passing electron. It is also not hard to picture an attractive,
coalescence force in a two-particle system, having bi-spherical
Fig. 1. Summary of observed types of plasmonic forces that are oriented

perpendicular to the electron beam trajectory. They can be both attractive and

repulsive in nature, and are derived from dipole and multipole interactions,

depending on the impact parameter. Reproduced from [44].
symmetry. This force is a consequence of the anti-symmetric
coupling of surface plasmons noticed during early development of
STEM techniques [20,21] and has been discussed recently in the
context of particle self assembly, where the anti-symmetric coupling
is characterized as a bonding configuration [22]. Repulsion of two
nanoparticles in response to an electron passing between the
particles is caused by establishment of a plasmon ‘‘dark mode’’,
having a symmetric plasmonic coupling [23]. It is little surprising
that the repulsive interaction apparently overwhelms what we
might expect to be an attractive, single nanoparticle response. But,
perhaps in answering one surprise with another, in the fourth
example, a close passage of the swift electron results in a repulsive

force. We do not expect excitation of higher order multipoles to
produce a qualitatively different behavior from the attractive dipole
response. Based on numerical modeling that predicts the experi-
mental finding, we speculate that response field phase shifts, which
are apparent in the higher order multipoles, produce the overall
force reversal.

Experimental results for these four types of movement are
described in Fig. 2. In panels A–D, we show examples of particle
coalescence, particle separation, single particle pulling to the left,
toward the swift electron and the same particle being pushed to
the right when the electron impact parameter, still on the left, is
made smaller. In these panels, we identify the left edge of
a scanned area with the position of the swift electron beam.
This seemingly arbitrary designation is a consequence of the
particular scanning strategy of the VG Microscopes STEM, used
in this study. That instrument uses an analog scanning system
that is synchronized with the AC power supply, to convert power
line interference into image distortions, considered preferable to
time varying interference when the instrument was delivered in
the 1980s. Within this scheme, at the beginning of each line in the
image, the electron beam pauses its scan, awaiting a synchronism
pulse that is phase locked with the power line frequency. Thus,
for as much as 20% of the total acquisition time, the electron beam
is actually sitting unmoving at the left edge of the image. This can
be verified if a small amount of contamination is allowed to build
up on the specimen, as shown in Fig. 3.

Identification of this position as the effective beam position
for understanding the nanoparticle behavior can be verified as
shown in Fig. 4. In the inset there, we show an oblique view of
the experimental scattering geometry, with the swift electron
approaching from behind, passing the two sphere system. A square
area denotes the x–y scan. At one edge, we show a thin elliptical
area that represents where the electron beam rests before line scans
in the x-direction. Finally, an angle describes the orientation of the
scan relative to the line that joins the centers of the two metal
spheres—or Au islands in the experiment. For several pairs of
islands, we note the angle, the approximate size of the smaller of
the two Au islands, and whether coalescence is rapid, slow, very
slow or not at all.

From what we have described so far, if the islands support
plasmonic behavior, we expect anti-symmetric coupling when
the beam resting area is outside the two particle system and
relatively close to the line which joins the two particles—zero
angle in the summary of the data. As the angle increases to 901,
where the scan is oriented perpendicular to the two particle
orientation, the propensity for coalescence decreases as described
above for the ‘‘dark’’ anti-bonding surface plasmon modes.
We have drawn a dashed line showing a cosine dependence to
guide the eye, only. Notice that there is also a size dependence.
Islands below 2 nm in diameter do not coalesce easily. We think
that this is a consequence of interaction with the amorphous
carbon substrate. Large Au metal particles ð43 nmÞ are well
formed and metallic. They do not bond well to the substrate,
and readily move under influence of plasmonic interactions with
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Fig. 2. Experimental observations supporting each of the four types of forces discussed with Fig. 1. In each of the examples, the effective beam position lies at the left edge

of a scanned area. In (A) and (C) this is at the left edge of the field of view. In (B) and (D) this is at the left edge of the highlighted square area indicated within the field of

view. In (C) and (D), the larger particle is included only to judge movement of the smaller particle. Forces between the particles in those cases are intended to be small as

discussed in the text, to allow accurate judgement of the movement of the smaller particle in response to the electron beam only. Adapted from [44].
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their neighbors. Small islands ðo1:5 nmÞ, on the other hand,
appear to not be fully metallic. Therefore plasmonic behavior is
probably weaker, producing a smaller coalescent driving force.
And the bonding of individual Au atoms with the substrate is
probably stronger, producing a larger barrier to atomic motion.
Fig. 4 is therefore a proof that the coalescence we observe here is
driven by plasmonic response to the electron beam in particles
large enough to be dominated by metallic behavior.
3. Theory

The behavior described above is apparently driven by an aloof
electron beam, and so it is highly likely to be a result of polarization
response fields, induced by the field of the passing electron. Other
processes might also operate. For instance, electron illumination
may raise the local temperature, producing instability, rotation, and
structural changes [24]. Significant lateral momentum also may be
transferred by electron diffraction, or secondary electron emission.
Energy may be injected by inelastic losses to plasmon generation,
direct knock-on processes and ionization damage. We think in this
case, however, that the angular dependence evidence in Fig. 4
favors a plasmonic explanation that is anchored to the relative
orientation of the two particles, and so the question we consider
here is whether a plasmonic treatment can explain the observed
behavior. For instance, are forces expected to be large enough to
move nanoparticles; and are the various experimental behaviors
summarized in Figs. 1 and 2 predicted for the experimental
geometries?

We can describe the transfer of momentum from the electron
beam to a nanoparticle in much the same way we describe the
transfer of energy in electron energy loss scattering (EELS) using the



Fig. 3. Verification of the assumption of extra beam flux exists at the left edge of

the scanned area. In the presence of hydrocarbons, the contaminated area defines

the location of the scanned beam. It is clear in this instrument that the electron

beam spends extra time at the left edge of the scanned area, awaiting a

synchronization pulse before starting each line scan. This provides motivation to

define the left edge as the effective position for an electron beam in visualizing the

experiments defined in Fig. 1, giving results shown in Fig. 2.
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Fig. 4. Results for coalescence as a function of the angle that the scanned area

makes with the line joining the two particles. The inset summarizes the experi-

mental geometry that determines the angle. Coalescence is quickest when the

orientation angle is small, and goes smoothly to zero when it approaches 901.
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classical dielectric theory. When an electron passes near a nanopar-
ticle, it imposes a time-varying electric field. If the electron moves
slowly, the particle response is proportional to the applied field and
presents a conservative behavior, that is, the electron may feel a force
that changes its direction, but little energy is transferred. If the
electron travels faster than the Fermi velocity of electrons within
the nanoparticle, then the particle polarization response lags behind
the applied fields, with a resulting net field anti-parallel to the
electron path, producing energy loss in the electron. The in-phase
part of the response is mostly perpendicular to the electron trajectory,
and stores a few times the amount of energy normally given up in
inelastic losses to surface and bulk plasmons. It is called the Wake

Potential, and can be several hundred electron volts deep for slow ions
[25], but is usually only a few tenths of an electron volt deep for swift
electrons [26].

The spatial extent and shape of the dielectric response is
obtained in a two step process that is identical to that used in
the classical dielectric theory for EELS. First the normal modes of
collective excitations in the system are calculated. These include
interband, single particle, bulk and surface excitations [27,28]. In
a sphere, they are described by multipole modes at discrete
energies controlled by the sphere size, dielectric composition
and surrounding dielectric properties. In the presence of a passing
electron, a straightforward boundary value problem is set up,
requiring expansion of the cylindrical field of the electron, centered
at a non-zero impact parameter, in terms of the multipole normal
modes of the particle, centered at the origin of the particle [29]. For
two interacting particles, bispherical symmetry is appropriate and
has been treated also [20,30,31]. In the present case, for a passing
relativistic electron, field retardation must also be considered, so
the full Maxwell’s Equations are used to evaluate electric and
magnetic fields within the space between the particles and the
swift electron [32].

This treatment includes processes that involve a direct inter-
action of applied electromagnetic fields with the small particles. It
should also capture the coupling of those fields to photons that
propagate away from the particle position, so it should reproduce
a photon pressure caused by those photons as they leave [33,34].
Secondary electron emission is not included in this description,
however. It might be included by considering whether part of the
induced charge density includes electrons in energy state high
enough to carry them over the surface workfunction, resulting in
emission to the vacuum. Experimental evidence that this can
happen in coincidence with surface plasmon excitation has been
reported in the past [35].

The movement of a small particle in the presence of the
passing electron can be obtained by evaluating the total change
in momentum P

!
of the electron due to its interaction with the

particles. This momentum impulse is transferred to the particle
by a mechanical force F

!
mecðtÞ � d P

!
mec=dt, which changes with

time as the swift electron passes [36–38]. We evaluate this force
using the Maxwell Stress Tensor T

2

ð r
!
; tÞ given by

F
!

mecðtÞ ¼
d

dt
P
!

mecðtÞ ¼

I
S

T
2

ð r
!
; tÞ da
�!

, ð1Þ

here da
�!

is the differential area vector normal to the closed
surface S which surrounds the particle. The total impulse, given
by the integration over time of the instantaneous force, can be
identified with the zero frequency component of the Fourier
Transform of F

!
mecðtÞ

P
!
¼

Z 1
�1

F
!

mecðtÞ dt¼ F
!

mecðo¼ 0Þ ¼

I
S

T
2

ð r
!
;o¼ 0Þ da

�!
: ð2Þ

Eq. (2) is a prescription for evaluation of the momentum
change resulting from the Lorentz force imposed by sum of the
applied and response electromagnetic fields in the free space
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around the particles. In dyadic form, using SI system of units, the
integrand involving the Maxwell Stress Tensor is given by [32]
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where E
!
ð r
!
; tÞ is the electric field, H

!
ð r
!
; tÞ is the magnetic field

and � denotes the dyadic, or outer product. Thus it can be used to
evaluate forces on the small particle, imposed by the total fields,
calculated using the boundary value problem described above.

The forces themselves are very similar to Van der Waals and
London dispersion forces, because these also result from high
frequency charge density fluctuations, rather than DC fields. Thus
it is useful to understand their spectral behavior. As a way of
doing that, we notice that Eq. (3) involves an integral over time of
products of real, time dependent functions. Therefore it can be
rewritten as products of Fourier components, integrated over
positive frequency space

P
!
¼

Z 1
0

d P
!

do do, ð4Þ

identifying the differential momentum transfer as a function of
frequency, d P

!
=do with a calculable expression that helps to

identify the sign and magnitude of momentum transfer as a
function of frequency [37]
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The expression within the brackets is not the Fourier trans-
form of T

2

ð r
!
; tÞ but more precisely related to T

2

ð r
!
;o¼ 0Þ.
Fig. 5. Electric field intensity driven by the electron beam positioned at the single black

(B) show a strong dipole symmetry. The bispherical result of (B) shows an intense fiel

energy modes produce repulsive forces in the single sphere case and coalescence dime
In Fig. 5, we show resulting electric field intensity plots for a
simple Drude metal having an electron density appropriate to
aluminum ðop ¼ 15:1 eV and damping g¼ 0:15 eVÞ. Elements of
this model are also found for the more complicated case of the Au
particles, discussed elsewhere [37]. The swift electron passes
through the position indicated by the black dot, in a trajectory
perpendicular to the page. We show results for single (A,C)
and dimer (B,D) particles, and for small (A,B) and large (C,D)
energies relative to typical surface plasmon energies. Notice that
the low energy results are largely dipole-like, in spite of the fact
that they are assembled from several multipole modes. The
multipole nature is visible in the intensity variations just inside
the particle surfaces. For the single particle, this results in an
attractive force for low frequency modes excited by electrons
passing at large impact parameters. A striking change occurs for
the higher energies, where the field is concentrated on the surface
and in the bulk material near the swift electron passage. It will be
seen below that this situation results in a repulsive force. We
show the Drude results here for their conceptual simplicity, but
plots for Au particles, using tabulated dielectric constants,
embody similar behavior [37].

In Fig. 6, we show curves for d P
!

z=do in single particles
(A) and dimer pairs (B) for the Drude particles shown above.
As discussed with Eq. (5), these provide evidence for the energy,
or frequency, dependence of the lateral momentum transfer.
In particular, we can see that the lower frequency modes, asso-
ciated with the smaller angular momentum ‘, usually produce
attractive, or positive, momentum transfer—most particularly for
the single particles. This attractive force and resulting momentum
transfer can be understood as resulting from the creation of a
positive image charge within the metal particle—the simplest
method for creating a response field that results in satisfying charge
and current boundary condition requirements at the surface of
the particle [39–41]. For the dimers, however, many of the low
frequency modes also produce negative momentum transfer—more
precisely a coalescence directed momentum transfer that drives the
nearer particle into its neighbor.
dot, for various energies and sphere configurations. The low order modes of (A) and

d between the two spheres, resulting in coalescence forces. In (C) and (D) higher

r case.



Fig. 6. Momentum transfer differential in energy, as a function of frequency o for a single Drude sphere (A) and a sphere dimer (B). For large impact parameters, the single

sphere experiences attractive forces, while for small impact parameters, those forces become repulsive. In the dimer case, the force on the sphere closest to the electron

beam is always repulsive, or toward its neighboring sphere. Calculation parameters: Drude metal spheres, diameters¼40 nm, op ¼ 15:1 eV, g¼ 0:15 eV, d¼1 nm. (For

interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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The higher frequency modes, corresponding to the higher multi-
pole fields evident in Fig. 5C and D produce negative, repulsive
forces. This is a non-intuitive push of single particles away from the
electron beam, and an enhancement of the coalescence forces in the
dimer cases. For single particles, and moderate impact parameters,
small ‘, attractive modes overcome large ‘ repulsive modes for a
net attraction. At small impact parameters, the large ‘ modes are
dominant, producing a net repulsive force for almost all situations.
Results for Au particles, using tabulated dielectric parameters
including damping, are qualitatively similar to these, but extend
to higher energies due to the participation of the 4d electrons in the
collective behavior of the particles.

The field magnitudes in Fig. 5 are all for passage of the swift
electron at some distance outside the structure. For the particle pair,
we have a qualitatively different possibility, summarized
in the lower right of Fig. 1, where the electron passes between the
two particles. In that case, the dimer polarization is symmetric
around the electron trajectory, producing a repulsive force between
the two particles. This symmetric polarization is characterized as
anti-bonding because of this repulsion [22] and has been called a
‘‘dark’’ mode, since it does not readily couple to external photon fields
[23]. This behavior further emphasizes that forces are produced even
for conservative polarization behavior. These forces largely result
from the storage of energy in polarization charge within the small
particle during the nearby passage of the swift electron, with a
smaller contribution derived from the creation of plasmons by
inelastic scattering of the electron. The experimental realization of
this anti-bonding behavior is shown in Fig. 2B, where we place the
left edge of the scan between the two particles, causing the smaller
particle to move away from the larger one.

Integrating the differential momentum transfer, d P
!

z=do, over
frequency, we can obtain the total momentum transfer, plotted as
a function of impact parameter. We do that for the Au particle
case in Fig. 7. Similar curves for the Drude particles are available
[37]. For this result, it is clearly important to integrate over a wide
enough energy range to include all important modes. In the Au
case, this required using energies up to 300–400 eV. The top, red
curve summarizes results as a function of impact parameter for a
single 1 nm gold sphere. For large impact parameters, the
momentum impulse given up to the sphere is positive, or directed
toward the electron beam. Near about 0.5 nm, the impulse
becomes negative, indicating a repulsive force, directed away
from the electron beam. This was also noted previously in a
theoretical result by Garcı́a de Abajo [37]. While this interesting
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behavior is apparent in the full calculations, both for Drude and
for the Au materials, an understanding of the detailed mechanism
is still elusive and the subject of ongoing work.

The bottom, blue curve shows results for a pair of 1 nm gold
spheres, spaced 0.25 nm apart. In this case, as in Fig. 6 above, the
transferred momentum is negative for all impact parameters,
driving the near particle to coalesce with its neighbor. If the particle
pair is separated by larger distances, the transferred momentum is
shifted smoothly toward positive values, until it merges with the
single particle result when the particles are far enough apart that
they do not interact, summarized by the middle, green curve.

Two points in the upper left of the diagram denote the behavior
for passage of the electron beam between a pair of 1 nm gold
particles. A positive momentum transfer in this case means that the
sphere to the right is shifted away from its neighbor. In relative
terms, the three behaviors result in a strongly hierarchical set of
forces—a small attractive force at large distances, a repulsive force
at small distances that is about 10 times larger, and a separating
force for passage of the electron between two particles that is about
10 times larger again.

We can estimate the instantaneous peak force from the change
in momentum of the particle by considering the timing of passage
of the swift electron. A 100 keV electron, moving at a velocity of
about 0.5c, requires about 0.01 fs to pass a 1 nm metal particle.
Therefore, the average force during this time interval is about
P
!

z=Dt� 1� 10�29 N s=0:01� 10�15 s¼ 1 pN. Referring to Fig. 7,
we see that attractive forces for a single 1 nm particle are of order
0.1 pN for large impact parameters and peak around 1 pN near
1 nm, while a repulsive force for the same particle increases
rapidly to values greater than 5 pN for impact parameters smaller
than 0.25 nm. Pair coalescence forces are about the same for large
impact parameters, but rapidly grow for small impact parameters
near closely spaced particles. Repulsive forces, for particle pairs
which result from passage of an electron between the particles,
are as large as 60 pN for these experiments. For comparison,
dielectric trapping forces, produced by large intensity gradients in
finely focused beams in optical tweezers, reach values of about
70 pN for 5 MW/cm2 light intensity [42].

If we consider a single particle to be unconstrained, floating in
space perhaps, then we can work out the particle recoil velocity,
Fig. 7. Comparison of total momentum transfer along the z direction as a function

of the impact parameter b, between a single small (1 nm) gold particle (top, red

curve) and the top particle in a dimer of small (1 nm) gold identical particles

separated by a distance d¼0.25 nm (bottom, blue curve). For larger separations,

the bottom curve shifts smoothly into the top curve (middle, green curve). Dashed

lines are a guide to the eye. Model parameters are from tabulated dielectric

constants for gold, as discussed in Ref. [37]. (For interpretation of the references to

color in this figure caption, the reader is referred to the web version of this article.)
finding about 1240 nm/s for a 1 nm Au particle, with a transfer
of energy of about 4�10�16 eV. Thus we can characterize this
interaction as essentially elastic. However, as we can see from
Fig. 8, the observed velocity is �0.03 nm/s for 4.5 nm impact
parameter, and 0.14 nm/s for the 1.3 nm impact parameter. So
this movement is not by any means unconstrained. It is likely that
we do not observe the real movement, which would occur at least
at thermal velocities. Using 3–5 frames/s, the best we can do is to
observe quasi-stable binding positions for the Au particle. From
time-to-time, governed by the beam flux density and the average
energy loss given up by the passing electrons, a particle will
become detached, allowing it to move to a new binding site under
the influence of the electric field of the passing electron. Thus the
observed movement is viscous, slow and approximately linear in
time, with a slope that depends on the electron flux density and
the average energy given up to the Au particle in a typical close
passage. Thus the two slopes observed in Fig. 8 have roughly a
4:1 ratio, consistent with a quadrupling of flux density when
the size of the scan is reduced a factor of two to change the
impact parameter.

As discussed above with Fig. 2C and D, this experiment,
designed to expose the influence of the electron beam on a single
particle, relies on positioning the small particle near a large
‘‘fiducial’’ particle in such a way that the large particle does not
strongly contribute to the motion of the small particle. This
condition fails as the small particle moves toward large positive
Z positions. We believe that this is the reason for the loss of linear
motion toward the end of the experiment.
4. Constrained movement

We have seen a few instances where the nanometer Au particle
behavior is clearly constrained by local configurations of other
polarizable objects. We see that the particles do not accelerate, but
move at more or less constant velocity while under an electron
beam having fixed flux density. And we see that details of motion,
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while loosely controllable by the electron beam, also are strongly
influenced by the local environment.

In Fig. 9 we show a remarkable sequence wherein particle
coalescence begins to occur under influence of the electron beam
as in Fig. 2A. Thus, the small particle, initially located with a 1 nm
space between it and the larger particle, is induced to move to
within about 0.5 nm during the first 2 min of the experiment.
After that time, the small particle does not move closer. Instead, a
small bridge of atoms is established between the two nanoparti-
cles; the smaller particle loses atoms; and layers of atoms are
built up on the surface of the larger nanoparticle. In the end, the
smaller particle is largely depleted, but not entirely consumed. It
appears, therefore, that a barrier against coalescence as a unit
exists, contrary to the situation shown in Fig. 2A above.

A speculative possibility for this barrier might be a depression
in the carbon support which allows more than the usual bonding
of the nanoparticle atoms to the substrate, similar to enhanced
bonding of atoms to atomic steps and other defects on surfaces.
Trapping the smaller particle at one location in the presence of
the plasmonic force would produce an internal pressure in both
particles. The pressure in the smaller particle would be higher,
given its smaller size and might reach 10 MPa for a 10 pN force,
favoring the expulsion of atoms toward the larger particle, and
transport to the lower energy environment of the larger nano-
particle. As the smaller particle is depleted, the plasmonic forces
will also be reduced, ultimately stopping the process before full
coalescence. This would obviously be an example of a type of
Ostwald ripening, driven not by statistical arguments, but by the
interaction with the electron beam.
5. Conclusions

We have discussed in some detail here mechanisms for atomic
transport and nanoparticle movement under observation in
the electron microscope. These observations have been made
feasible by recent advances in aberration correction, but they also
follow closely observations made many years ago by Crewe and
his co-workers in their pioneering effort to establish Scanning
Transmission Electron Microscopy as a quantitative technique
that combined the best of electron optical imaging with atom
specific quantitative information to produce a more complete
understanding of materials at the atomic scale.

The observed behavior includes attractive forces as expected,
but surprisingly, repulsive forces as well. Movement under the
influence of these forces is subject to many constraints imposed by
bonding the surfaces of the nanoparticles with the substrate. Thus,
we think that these induced plasmonic forces are comparable to
non-chemical bonding forces and therefore are useful to identify
and investigate atomic and nanoscale mechanical behavior.

The observation of a strong negative force for a close passage of
the fast electron brings up the possibility that an electron analog of
optical tweezers might be possible [43], allowing the deliberate
manipulation of molecular-sized objects in the electron microscope.
This intriguing possibility has been discussed recently [18,44]. For
very small objects it demands a much more detailed understanding
of plasmonic behavior in systems having a limited number of
electrons [45]. These results suggest that there will be many
surprises in the future, as we gain greater control over the electron
beam, and as we refine techniques to gain more information about
atomic level systems.
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