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A B S T R A C T   

In this work convolutional-fully connected neural networks were designed and trained to predict the glass 
transition temperature of polymers based only on their chemical structure. This approach has shown to suc
cessfully predict the Tg of unknown polymers with average relative errors as low as 6%. Several networks with 
different architecture or hiperparameters were successfully trained using a previously studied glass transition 
temperatures dataset for validation, and then the same method was employed for an extended dataset, with 
larger Tg dispersion and polymer’s structure variability. This approach has shown to be accurate and reliable, and 
does not require any time consuming or expensive measurements and calculations as inputs. Furthermore, it is 
expected that this method can be easily extended to predict other properties. The possibility of predicting the 
properties of polymers not even synthesized will save time and resources for industrial development as well as 
accelerate the scientific understanding of structure-properties relationships in polymer science.   

1. Introduction 

During the last decades, considerable efforts have been spent in the 
development of Quantitative Structure Property Relationship (QSPR) 
models. Clearly, the possibility of predicting the behavior of novel ma
terials (even before synthesizing them) and of understanding how 
structure is related with the macroscopic properties is of utmost 
importance for materials designers [1–4]. In particular, the possibility of 
obtaining these predictions by using only the chemical structure of the 
polymer’s repeating unit (monomer) is especially interesting because no 
data from experimental measurements or complex calculations are 
needed. Among the many QSPR modelling methods, the use of artificial 
neural networks (ANN) has arisen as a very promising and suitable 
approach for establishing structure-properties relationships, especially 
with the fast-paced development of computers and graphical processing 
units (GPU). Since the beginning of artificial neural networks in the 
1950s, and especially during their explosion from 1990 onwards [2–6], 
ANN-based methods have shown successful results in a wide range of 
problems like atomization energy, band gaps, density and viscosity, and 
glass transition temperature, among others [5–10]. ANN are also very 
powerful tools for complementing group contribution correlations, 
molecular dynamics (MD) simulations and DFT calculations, by saving 

time and helping to focus calculation efforts on promising candidates. In 
the last years, convolutional neural networks (CNN) have gained 
renown as a very powerful approach for solving many exciting technical 
problems like face recognition, style transfer, medical images recogni
tion and driverless cars, among many others [11–15]. When coupled 
with fully connected layers (FC) and appropriate activation functions, 
and by being provided of suitable data on a given test subject, these 
networks can mine the critical information (features) from a given data 
set, fit them to the desired property (output) during training, and then 
generalize the result to other (previously unknown) input data. This 
ability, and the fact that ANN-based approaches do not involve any 
additional experimental measurements, can save a considerable amount 
of time and resources to both researchers and companies. 

In this work we focus on the prediction of the glass transition tem
perature (Tg) of polymers only based on the chemical structure of their 
monomers. We chose to use the Tg for validating our approach because it 
is a relevant property of polymers and therefore it is well known and 
well documented. However, it is worth noting here that this approach 
can be easily generalized to predict other properties like polarizability or 
polymer fragility among others. 

Several approaches based on ANN models have been published in the 
last years to predict the Tg of different glass formers. On the one hand, 
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Liu and Cao [6] proposed a model to correlate the Tg of different poly
mers with four physical quantities (polarizability, orbital energy, ther
mal energy and total entropy) obtained from density functional theory 
(DFT) calculations. On the other hand, Cassar et al. [16] have recently 
published a different approach where they use an ANN to predict the Tg 
of oxide glasses based on their chemical composition (i.e. the relative 
amount of each atom in the glass). From a chemical point of view, these 
two approaches do not explicitly take into account the molecular 
structure neither the interactions between atoms. In this sense, Joyce 
et al. [17] presented a fully connected network-based approach, with up 
to three hidden layers, where the chemical structure of the monomer 
was partially introduced in the model through a numeric version of a 
Simplified Molecular Input Line Entry System (SMILES). Thus, they were 
able to predict the Tg of different polymers based on inputs related to the 
monomer structure. However, this approach required adding several 
numbers to each monomer code in order to consider other information 
such as element period or position in the structure, dramatically 
increasing the difficulty of the encoding work and automation. In 
addition, the use of fully connected networks made the increased 
number of input parameters more costly. 

Here we present an ANN model which encode all the composition 
and structure information contained in the SMILES code into an easily 
readable binary image in order to predict the Tg of different polymers. 
The model uses a combination of convolutional neural networks (CNN) 
coupled with fully connected (FC) layers. This network architecture is 
able to predict the Tg of unknown polymers with an average relative 
error of about 6% for both training and tests sets which shows a great 
level of generalization. 

2. Method 

In this section we explain the origin and characteristics of the data
sets employed for training and testing ANNs capable of predicting Tg. In 
addition, an explanation on how the data are processed before being fed 
to the ANN, and how ANN’s architecture, parameters and hyper
parameters are tuned is also provided. 

Datasets. In this work we used two datasets for training and testing 
ANNs: 1) a dataset composed of approximately 100 polymers (mainly 
polystyrenes and polyacrylates) and their corresponding Tg values, 
originally published by Liu et al. [6] (see Table SI1) and 2) an extended 
version of the former, which includes more than 200 polymers from 
different families [18–20] (see Table SI2). 

Data treatment. In order to take into account the structure and 
composition of the monomeric units, we added an encoded represen
tation of the monomers by using a Simplified Molecular Input Line Entry 
System. The SMILES code is a very useful line notation for encoding 
molecular structures [21,22], that allows transforming the chemical 
structures into linear strings of SMILES characters. As a second step, we 
used a one-hot encoding algorithm [23] to transform these strings into a 

more readable input for the ANNs. Using a dictionary with all the existing 
characters in the SMILES code, we converted the SMILES strings into 
matrices with only zeros and ones: the row i of the matrix is filled with 
zeros except for the position of the dictionary which coincides with the 
same character on the i-th position in the monomer SMILES code. A one 
is placed in that case. Therefore, the number of characters in the dic
tionary (nd) and the length of each SMILES code (npos), define the 
columns and the rows of the matrix. The process is summarized in Fig. 1. 
We defined the dictionary as an ordered list of the SMILES characters, as 
shown below: 

Dictionary ¼ [‘cʼ, ‘nʼ, ‘oʼ, ‘Cʼ, ‘Nʼ, ‘Oʼ, ‘Fʼ, ‘Pʼ, ‘Sʼ, ‘Cl’, ‘Br’, ‘Iʼ, ‘0ʼ, ‘1ʼ, ‘2ʼ, 
‘3ʼ, ‘4ʼ, ‘5ʼ, ‘6ʼ, ‘7ʼ, ‘8ʼ, ‘9ʼ, ‘.ʼ, ‘-ʼ, ‘ ¼ ʼ, ‘#ʼ, ‘$ʼ, ‘:ʼ, ‘/ʼ, ‘þʼ, ‘)ʼ, ‘(ʼ, ‘@ʼ, ‘{ʼ, ‘}ʼ, 
‘\ʼ, ‘ ʼ, ‘[ʼ, ‘]ʼ] 

It is worth noting here that the order of the dictionary is arbitrary. 
However, this order could eventually affect the performance and the 
efficiency of the network. The influence on the ANN’s performance of 
the dictionary’s order was studied by creating several randomly shuffled 
dictionaries and repeating the ANN’s training and testing processes. This 
is discussed later in this work. 

The matrices obtained from the data encoding process can also be 
interpreted as a set of mx binary images of dimensions nd x nposmax 
(where nposmax is the number of positions in the longest monomer 
SMILES code and mx is the total number of polymers in the dataset). 
Fig. 1 shows the encoding process and the resulting binary images 
dataset. Other examples of the obtained images are shown in Fig. SI1. 

ANN’s architecture. We employed convolutional [14,24,25] neural 
networks, fed with the previously constructed images (or matrices) as 
input. Before passing through the network, it is important to mention 
that zero padding (a frame of zeroes added to each image) was applied to 
the data with the aim of ensuring equal weighting of all the pixels during 
convolutions. Since these binary images directly represent the encoded 
monomer structure, it can be assumed that some parts of the image (i.e. 
the structure) are more relevant than others for predicting the Tg. We 
call features to these parts that contribute more to the structure-Tg 
relationship, being much more important for the ANN’s training process 
than the rest of the image. Fig. 2 shows a schematic view of the ANN’s 
architecture: the hidden features were extracted from the data by two 
convolutional layers with varying window size and different number of 
filters (convolution in Fig. 2), along with ReLU activations and max
poolings [26]. Batch normalization was employed before each activa
tion function in order to reduce the covariance shift. Usually, as a 
network trains, early layers weights change and as a result, the inputs of 
later layers suffer large variations. Each layer must then readjust its 
weights to the varying distribution of every batch of inputs, in turn 
slowing the training process. The use of batch normalization mitigates 
this effect. In addition, by normalizing the output of the neurons, the 
activation function will only receive inputs close to zero, thus ensuring a 

Fig. 1. Each monomer structure is converted into a SMILES string, which in turn is converted into a binary image by employing a dictionary of SMILES characters 
and one-hot encoding. The dimensions of the images are nd columns (number of SMILES characters in the dictionary) and nposmax rows (number of positions in the 
longest string of the dataset). In addition, mx stands for the number of polymers in the dataset. 
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non-vanishing gradient. 
In order to obtain glass transition temperatures values as the final 

output, the resulting data tensor was flattened to a vector and passed 
through a fully connected layers of 100 neurons (see Fig. 2). Batch 
normalization for covariance shift reducing and ReLU activation func
tions were also employed in this layer. In addition, the dropout [27] 
algorithm was employed in order to further prevent overfitting by 
forcing a spreading of the weights through all the neurons, with drop
ping probabilities ranging from 0,2 to 0,3. Finally, this layer was con
nected to a single neuron with a linear activation function responsible of 
providing the glass transition temperature value. 

To ensure equal weighting of lower and higher Tg data values during 
training, the loss function was defined as the median relative error be
tween the actual (Ai) and forecasted (Fi) glass transition temperatures. 

Loss¼
100
mx

⋅
Xmx

i¼1

�
Ai � Fi

Ai

�

An ADAM optimizer [26] with different learning rates (lr) ranging 
from 0,0001 to 0,1 was employed for speeding up the convergence 
during training (beta 1 and beta 2 ranged from 0,1 to 0,99 and 0,1 to 0, 
999, respectively). The calculations were done by using mini batches 
ranging from 1 to 256 images (being 256 equal to the gradient descent 
algorithm given the total amount of data). 

ANN’s optimization: in order to achieve the best possible perfor
mance for the ANNs, different values of the network hyperparameters 
were explored. In this way, several networks with varying parameter 
values were trained and compared. This comparison was done in two 
steps: 1) taking into account the performance achieved on each dataset 
(i.e: reduced and extended) and 2) by comparison with literature on Tg 
predictions. 

As usual, the dataset was randomly divided into test and train sub
sets, and no enforcing of any preference in the way the data is divided 
was applied. The effect of the manner the data is split on the results was 
estimated by repeating the training and testing several times (param
eter: #reps) with different shuffling. Similarly, the above-mentioned 
influence of the way each dictionary was constructed was also studied, 
in this case by repeating the training process of each network for several 
dictionary variations (parameter: #Dict). In summary, for each ANN 
configuration (#reps) x (#Dict) training repetitions were performed, 
and the differences in achieved relative errors and dispersion were 
compared. 

Searching for the optimal performance of the ANNs, their hyper
parameters were optimized in the following order (other important 
characteristics of the network were also explored, as shown in Table 1):  

1. Learning rate  
2. Beta 1 and beta 2  
3. Mini batch size  
4. # Hidden neurons in the fully connected layer  
5. Best dictionary configuration (#Dict) 

From the above-mentioned exploration process, a confidence inter
val for the optimized ANN (typically larger than just the individual mean 
relative error) was obtained. 

3. Discussion 

We are working under the premise that the monomer’s structure 
contains enough relevant information for obtaining an accurate pre
diction of certain polymer properties, provided enough training exam
ples (i.e: the information contained in the monomer representation 
indirectly and partially accounts for other important parameters, like 
free volume, inter and intra-chain coupling or tacticity, among others, at 
least to the extent of the obtained prediction error). Moreover, we are 
also assuming that the SMILES encoded structure (and therefore its 
transformation into a binary image) contains roughly the same infor
mation. This kind of approach has recently proven to be successful in the 
analysis of biomolecules [28] and we will see that it is also highly 
suitable for the aims of the present work. On the other hand, we have 
chosen in this work to use the glass transition temperature of polymers 
(above the molecular weight saturation) as a suitable property to vali
date our approach due to the extensive amount of data and literature, as 
well as the existence of other trained neural networks examples to 
compare with [6,8,17]. 

For the first (restricted) data set, we found average relative errors for 
the prediction of the Tg using our ANN as low as about 6% for both the 
training and the test sets. We also found that the dispersion associated to 
the random splitting of the data (in training and test sets) can reach 
values of about 3%–5% along repetitions of the same ANN, probably 
because the generalization becomes harder when “difficult cases” fall in 
the test set only, i.e. the networks cannot train on these rare examples 
and therefore generalize poorly afterwards (this point will be further 
discussed later in this work). Some representative results of the relative 
error as a function of the number of epochs are presented in Fig. 3. As 
shown, an error of about 6% is achieved in the best case scenario for the 
proposed ANN main architecture (2 hidden convolutional layers 
coupled with 100 hidden neurons fully connected layer), and no 

Fig. 2. Schematic picture of the artificial neural network employed for predicting polymer Tg.  

Table 1 
Hyperparameters employed during the training of the different neural networks.  

Item Values 

Data split ratio (train/test) 75/25; 80/20; 90/10 
Zero padding (frame width in pixels) 0; 3; 5 
Dropout probability 0; 0,2; 0,3 
Mini batch size 0, 4, 10, 32, 64, 128, 256 
Learning rate 0,0001 to 0,01 
Beta1 (Beta2) 0,1 to 0,99 (0,1 to 0,999) 
# filters 1 8, 16, 32, 64, 128, 256 
# filters 2 8, 16, 32, 64, 128, 256 
# reps 10, 20, 50 
# Dict 20, 30, 50  
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overfitting or relevant systematic difference between train and test er
rors is observed (while with more neurons overfitting cannot be avoi
ded). The best observed configuration uses (3,3) maxpooling and 
convolutional windows and 256 filters in the first layer and (3,3) win
dows with 128 filters in the second. Zero padding of 5 pixels, dropout 
probability of 20% and mini batches of 15 samples were employed. It 
can be seen that the training process reaches a plateau just after 200 
epochs. It is worth to remind here that we are predicting the Tg only 
based on the chemical structure as encoded in the SMILES code without 
any physical data (measured or calculated). Nevertheless, we are getting 
similar errors to those obtained by Liu et al. [6] (in turn calculated from 
four physical quantities of the monomers through DFT calculations). 

In order to further expand these results, we employed the extended 
dataset, with several other (more than 200) polymers like Poly
caprolactone, Poly(p-phenylene terephthalamide), Poly(phenylsulfone) 
and Nylon, among many others. As a result, due to the addition of very 
different chemical structures of the monomers the extended dataset 
presents a larger dispersion of Tg values (from 178 K up to nearly 600 K 
instead of the previous 198 K–389 K range). The extended list and their 
respective SMILES codification and Tg values are shown in Table SI 2. In 
a first approach, the same ANNs were trained and tested using this 
dataset. Despite the abovementioned larger dispersion and the presence 
of data from different distributions (not all the polymers can be treated 
as belonging to the same family and heterogeneities in the structure-Tg 
relationship cannot be discarded), the obtained results still present small 
relative errors in the order of 8%. The relative error value as a function 
of the epoch number for a representative ANN is shown in Fig. 4. 

The error plateau is again reached slightly above 200 epochs, and the 
best configuration uses (3,3) maxpooling and convolutional windows 
with 256 filters in the first layer and (3,3) windows with 128 filters in 
the second. Zero padding of 5 pixels, dropout probability of 20% and 
batches of 10 images were employed. 

Following the hyperparameter tuning order proposed in the method 
section, and by using these ANNs as starting point, we conducted a 
learning rate sweep for determining the optimum value. Fig. 5 shows the 
average relative error obtained for each lr value (the last 25 epochs of 
each training and test result were employed for calculating the average 
error and the dispersion). 

As shown, the use of lr ¼ 0.008 (with FC ¼ 100 and mb ¼ 10) appears 
to be the best approach (see arrow in Fig. 5) since it presents the lowest 

overfitting of the data (the difference between train and test errors and 
the data dispersion are lower than in the other cases). The same sweep 
process was performed for beta 1 and beta 2 parameters (the obtained 
results are shown in Fig. SI3). No substantial improvements were ob
tained from these parameters and the 0,99 and 0,999 values were then 
left unchanged. 

The third optimization step was conducted by sweeping the number 
of images in the mini batch from 1 to 256. Fig. 6 shows the results of this 
process where we can observe that there is a noticeable change in the 
train error from using 1 image to 256 (i.e. all the images in the dataset, 
which is equivalent to normal gradient descent). There is lower over
fitting of the data when using smaller mini batches. The best compro
mise between lower train and test errors is apparently obtained with mb 
¼ 10. 

The same optimization procedure was employed for architecture 
related parameters like number of neurons in the FC layer and number of 
filters in the convolutional layers. The errors obtained as a function of 

Fig. 3. Average relative error as a function of the epoch number for a selected 
neural network. Inset: number of counts (polymer subjects) vs relative error. 

Fig. 4. Relative error as a function of the epoch number for a selected neural 
network for the extended dataset. The inset shows a zoom of the plateau region. 

Fig. 5. Average relative error as a function of the learning rate. Data dispersion 
and size represent the influence of the different dictionaries and data shuffling 
between train and test sets along repetitions. 
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these parameters are also presented in Fig. SI3. 
The last studied parameters were the influence of the order of the 

dictionary, #Dict, and the number of repetitions, #reps (related to the 
sensitivity to the splitting of the dataset into train and test subsets). 
Fig. 7 shows the average relative error (of up to 5 repetitions of each 
ANN) as a function of the employed dictionary, for both the train and 
test sets. 

As shown, there are very noticeably differences between the results 
obtained with, for instance, dictionaries 3 (test error of about 5.0 �
0.1%) and 46 (test error of about 7 � 3%). On the one hand, the com
parison along the #Dict axis represents the influence of the different 
dictionaries on the observed performance (i.e.: the dispersion of the 
observed average relative errors reveals how much the performance can 
be influenced by the different dictionaries). Therefore, from Fig. 7 (and 
focusing on the test results) it can be estimated that there could be about 
6% dispersion coming from the way the dictionary is constructed. On the 
other hand, the comparison of the results obtained with the same dic
tionary shows that there could be another 3% of dispersion in turn 
produced by the shuffling of the different polymers into the train and 
test sets. 

It is interesting to analyze the position of each character in the dic
tionaries. As an example, dictionaries 0 and 20 are shown below: 

Dictionary 0 ¼ [‘(ʼ, ‘4ʼ, ‘Fʼ, ‘ ̓ , ‘$ʼ, ‘nʼ, ‘ ¼ ʼ, ‘7ʼ, ‘}ʼ, ‘:ʼ, ‘3ʼ, ‘Iʼ, ‘cʼ, ‘Nʼ, ‘9ʼ, 
‘Xʼ, ‘þʼ, ‘Yʼ, ‘2ʼ, ‘@ʼ, ‘Pʼ, ‘dʼ, ‘5ʼ, ‘1ʼ, ‘{ʼ, ‘#ʼ, ‘Oʼ, ‘]ʼ, ‘oʼ, ‘8ʼ, ‘0ʼ, ‘6ʼ, ‘Cʼ, ‘Sʼ, 
‘-ʼ, ‘/ʼ, ‘[ʼ, ‘)ʼ, ‘.ʼ] 
Dictionary 20 ¼ [‘}ʼ, ‘1ʼ, ‘Pʼ, ‘8ʼ, ‘ ̓ , ‘Yʼ, ‘.ʼ, ‘Iʼ, ‘dʼ, ‘@ʼ, ‘4ʼ, ‘/ʼ, ‘9ʼ, ‘(ʼ, ‘Sʼ, 
‘2ʼ, ‘cʼ, ‘ ¼ ʼ, ‘6ʼ, ‘7ʼ, ‘-ʼ, ‘oʼ, ‘)ʼ, ‘Oʼ, ‘$ʼ, ‘nʼ, ‘Fʼ, ‘{ʼ, ‘Xʼ, ‘3ʼ, ‘[ʼ, ‘:ʼ, ‘5ʼ, ‘Cʼ, ‘0ʼ, 
‘]ʼ, ‘þʼ, ‘Nʼ, ‘#ʼ] 

The influence of the order of the dictionary can be rationalized when 
considering the nature of our encoding: features are defined by neigh
boring pixels. In this way, each change in the position of a given char
acter in the dictionary modify the neighbors of each dot, therefore 
altering the appearance of these features and making more or less 
difficult their identification. This can also be interpreted as a comparison 
of different potential encoding biases (the CNN aims to learn the visual 
features of the images which better correlate with the output property 
and the visual structure of these images might be a biased construct). 
Similar effects were observed for the reduced dataset (see Fig. SI2). 

Fig. 8 shows an example of real vs predicted Tg values (K) obtained 
from an ANN constructed by using dictionary 0. We can observe that 
most of the polymers lie on (or close to) the “Real ¼ Predicted” line. 
Besides a few outliers, the average dispersion is lower than that observed 
in previous works [6] even considering that in this work we are using a 
broader temperature range and a larger data set. The observed trend 
appears to imply that the encoded monomer structure is slightly more 
efficient for capturing relevant features to predict Tg than for example, 
the predictors used in reference 6. On the other hand, it is worth noticing 
that the presence of outliers indicate some limitations of the method but 
at the same time provide clues about how to improve it by extracting 
more insight into the structure-property relationship from the rare cases. 
More details about this will be published in future works. 

Table 2 shows a few examples of real and predicted values of the 
glass transition temperature for selected polymers. These values are for 
both the training and control datasets (polymers unseen by the ANN 
during training). 

Fig. 6. Average relative error as a function of the number of images in the 
minibatch for both train and test processes. The size of the dots represents the 
standard deviation (SD). 

Fig. 7. Average relative error as a function of the dictionary for train and test 
processes. The size of the dots represents their standard deviation (SD). 

Fig. 8. Example of real vs predicted Tg values (K) obtained from an ANN 
trained by using dictionary 0. There are two different types of dots, red and 
blue, standing for control and training data, respectively. Control data have not 
previously been seen by the ANN, while training data have been employed for 
error minimization (i.e. training of the ANN). We have employed transparency 
as a way of highlighting the different density of points at certain image loca
tions. Therefore, dark blue dots indicate higher concentration of data (super
position of several pale blue dots). As guide for the eyes, the black line indicates 
the “real ¼ predicted” region of the plot. (For interpretation of the references to 
colour in this figure legend, the reader is referred to the Web version of 
this article.) 
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In comparison with a pure fully connected neural network approach, 
and in spite of not needing experimental measurements nor calculations 
but only the monomer structure for the input, there are other advantages 
in this convolutional-fully connected approach. The number of param
eters is lower due to the use of the convolutional layers and thus the 
number of calculations is greatly decreased. In addition, the use of max 
pooling allows further dimension reducing and a more robust feature 
extraction. 

The use of this method can be easily extrapolated to other prediction 
scenarios, provided that the polymer structure is the main responsible 
for the property of interest. In addition, this approach can be also used 
for accelerating industrial materials design as well as scientific under
standing of the materials structure-properties relationships. This method 
can be also of particular interest to any industrial player interested in 
polymer dynamics, like rubber and tires companies. It is well known that 
the development of new materials is a process that can be as long as 10 
years from first research to first use [4]. The here proposed approach can 
save a considerable amount of time, resources and money in the 
development and optimization of polymers and polymer composites. 

4. Conclusions 

The feasibility of using a mixed convolutional-fully connected neural 
network architecture for predicting the glass transition temperature of 
polymers has been demonstrated. Relative errors of about 6% have been 
observed for both training and test sets and the ANN has shown an 
excellent level of generalization. This approach relies only on the 
repeating unit chemical formula and does not require any kind of 
experimental measurements or calculations as input, therefore 
becoming a powerful designing tool for material scientists and 
engineers. 

5. Associated content 

Additional information on reduced and extended datasets with 
SMILES codes and glass transition temperatures, codified images, 
average relative error as a function of the dictionary’s order for train and 
test processes and the corresponding dictionaries can be found in the 
Supplementary Information (SI) file. 
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