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1 Abstract
This first part of this thesis is focused on the search of novel low dimensional magnetic materials
that consist on monolayers (MLs) of rare-earth (RE)/ Noble-Metal (NM) surface alloys, to be more
precise RE-Au2 and RE-Ag2 monolayers (ML). The structure of the alloys has been investigated
though low energy electron diffraction (LEED) and scanning tunneling microscopy (STM). It will
be shown that the new alloys present (√3×√3)R 30° reconstructions with a Moiré structure. The

electronic  structure  of  the  alloys  has  been  studied  through  several  forms  of  photoemission
spectroscopy  (PES).  Resonant  photoemission  and  X-ray  photoemission  has  been  used  for
determination of the valence state, while angle-resolved PES (ARPES) has been used for the study
of the electronic structure near the Fermi level. It will be shown that the alloys share two types of
electronic structure depending on the valence state of the RE. Finally, X-ray Magnetic Circular
Dichroism (XMCD) has been used to study the magnetic behavior of the alloys, in special,  the
anisotropy, which is determined by the selected RE.

The second part of this thesis is dedicated to the study of the metal-organic interface formed by
adsorption  of  monolayers  of  organic  molecules  on  RE  noble-metal  surface  alloys  by  thermal
evaporation. The specific molecules that have been adsorbed are Copper  Phthalocyanines (CuPc)
and  Lanthanide bis-phthalocyaninato (TbPc2).  The growth and structure of the molecular layers
have  been  investigated  by  low  energy  electron  diffraction  (LEED)  and  scanning  tunneling
microscopy (STM) techniques. The CuPc layer reveals a well ordered growth that is commensurate
with the substrate, while the molecule of TbPc2 presents a different scenario with some variation
depending on the substrate. ARPES measurements have been performed in order to detect possible
modifications in the band structure of the surface alloys upon adsorption of the molecular adlayers.
In  this  thesis  it  will  be  shown that  the  molecular  adsorption  of  these  molecules  is  mainly  by
physisorption,  which leaves  the  electronic  structure  of  the  substrate  and the  molecule  (mostly)
unaffected. Finally, XMCD measurements have been used to study the magnetic coupling of the
molecule to the REAu2 substrates. It will be evidenced that the substrate can enhance the anisotropy
of the molecule if there is a coincidence between both molecule and substrate easy-axis direction of
anisotropy.
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2 Resumen
En los últimos años, el desarrollo de la industria de semiconductores ha dejado de seguir la Ley
Moore1.  Esta  ley  empírica  predecía  que  el  número  de  transistores  en  un  circuito  integrado  se
doblaría  cada  dos  años.  La  desviación  de  esta  tendencia  se  ha  producido  debido  al  continuo
aumento de la dificultad de reducir el tamaños de los transistores. En particular, resulta complicada
la reducción de la longitud del canal de los transistores MOSFET (transistor de efecto de campo de
metal-óxido-semiconductor) llegando a encontrar problemas tales como la incapacidad de conseguir
un aislamiento adecuado de la  puerta2.  Para superar  estas dificultades,  se han propuesto varios
métodos, como substituir el silicio por semiconductores de mayor movilidad como el GaAs2

3 o usar
materiales  de  baja  dimensionalidad  como  el  grafeno4.  Otra  opción  que  se  ha  considerado,  es
substituir  la  conducción  de  electrones  por  otro  portadores,  como  excitaciones  colectivas  en
plasmónica5 u ondas de espín en magnónica6. Pero entre ellas, destaca la espintrónica, que se basa
en el control de los espines y corrientes de espín de los electrones en vez de usar solamente la carga.

Un dispositivo espintrónico se basa en el uso de corrientes de espín polarizadas, es decir que toda la
corriente tiene una única dirección de espín, y el uso de sistemas sensibles a esas polarizaciones de
espín.  Por  ese  motivo,  es  posible  la  utilización  de  dos  polarizaciones  de  espín  como  canales
diferentes para doblar la cantidad de información transmisible por un único cable. El método mas
simple para generar una corriente de espín polarizada es hacer pasar una corriente eléctrica por un
material ferromagnético, el cual presenta una conductividad diferente dependiendo de su dirección
de  magnetización.  Si  se  pone  otro  material  ferromagnético  en  serie,  desacoplado  pero  lo
suficientemente  cerca  para  que  no  se  pierda  la  polarización  de  espín,  el  dispositivo  resultante
mostrara  una  fuerte  diferencia  de  conductividad  dependiendo  de  si  ambos  materiales
ferromagnéticos están magnetizados en la misma dirección o en opuestas.  Este  efecto se llama
Magneto Resistencia Gigante (GMR)7,8, y el dispositivo resultante es la válvula de espín, el cual
representó  el primer gran éxito de la espintrónica. A día de hoy, la sensibilidad y versatilidad de las
válvulas de espín son la base de aplicaciones como discos duros, MRAMs (memoria no volátil
magnetorresistiva), brújulas electrónicas, sensores magnéticos, etc.

La espintrónica ha empezado a  promover el desarrollo de la electrónica, integrando la estabilidad y
la capacidad de reescritura casi-infinita de la grabación magnética. Esto resulta prometedor para el
desarrollo  de  la  electrónica  de  bajo  consumo,  nuevas  arquitecturas  especializadas,  e  incluso
computación no convencional (como la computación estocástica y computación cuántica), así como
sistemas de detección y medidas más sensibles basadas en el magnetismo9. Para el desarrollo de
todas estas ideas futuras, es necesario un mejor entendimiento de los sistemas magnéticos, y el
desarrollo de nuevos materiales con propiedades a medida. Es más, esos materiales  se tienen que
poder llevar a la nanoescala, lo que introduce un nuevo desafío para el desarrollo de la espintrónica.

En este marco, las moléculas orgánicas semiconductoras ofrecen una alternativa prometedora para
la  creación  de  dispositivos  spintronicos10.  El  uso  de  moléculas  orgánicas  ofrece  nuevas
características  no  existentes  en  materiales  inorgánicos,  como  mayor  sensibilidad  a  estímulos
eléctricos  o  ópticos  externos  o  funcionalidades  físico-químicas  intrínsecas11–13.  Los  dispositivos
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espintrónicos moleculares se basan en la generación, transporte y detección de portadores con espín
polarizado mediante la combinación de un material ferromagnético con un semiconductor orgánico.
En estos sistemas la interfaz entre los distintos materiales gobierna la transferencia de carga y la
conducción de espín entre el nivel de Fermi del metal y los orbitales moleculares, actuando como
un  filtro  adicional  de  espín  que  solamente  permite  el  paso  de  electrones  de  una  determinada
orientación de espín. Varios trabajos ya han mostrado las ventajas de una interfaz ferromagnético-
semiconductor orgánico y su relevancia para la inyección de espín14,15. De este modo, el acoplo y
enlaces químicos entre  el  semiconductor  orgánico y el  metal ferromagnético da lugar a nuevos
estados  electrónicos  híbridos  con  polarización  de  espín  frecuentemente  llamados  “spinterface”.
Estos  nuevos  estados  híbridos  determinan  el  transporte  de  carga  entre  el  metal  y  los  orbitales
moleculares  solo dejando pasar electrones con una dirección de espín determinada, y actuando por
tanto como un filtro de espín.

Esta tesis se centra en el estudio de materiales ferromagnéticos bidimensionales. En concreto, en las
aleaciones superficiales de Tierra Rara (RE) y Metal Noble (NM). Posteriormente, se enfoca en la
absorción de moléculas orgánicas magnéticas sobre estas aleaciones y los efectos de su interacción
con la aleación.

La primera parte de la tesis está dedicada al estudio de nuevas aleaciones superficiales de RE-NM
usando como metal noble oro (REAu2) y plata (REAg2). Como caso modelo, se ha usado la aleación
GdAu2,  que  ya  ha  sido  estudiada  extensivamente  antes  del  comienzo  de  esta  Tesis.  Para  la
preparación de las aleaciones ya comentadas se ha procedido a la evaporación de una pequeña
cantidad (un tercio de capa atómica) del átomo de  RE elegida sobre un substrato de Au(111) o
Ag(111) previamente limpiado mediante bombardeo de iones y recocidos (Sputtering-Annealing).
En concreto, se han preparado las aleaciones SmAu2, EuAu2, GdAu2, HoAu2, DyAu2 e YbAu2 con
oro como substrato y SmAg2, GdAg2 y HoAg2 con plata como substrato.

La estructura y orden atómico de estas aleaciones se ha estudiado con dos técnicas: Difracción de
electrones de baja energía (LEED) y microscopía de efecto túnel (STM). Tomando como ejemplo el
GdAu2,  la  estructura  que  presenta  una  monocapa  de  esta  aleación  es  una  reconstrucción
(√3×√3)R 30° respecto al substrato Au(111). Es decir, se substituye un átomo de cada 3 de oro

por uno de gadolinio (Gd). Esta estructura se puede ver en STM como una red hexagonal de huecos
(o  protuberancias,  dependiendo  del  voltaje,  la  corriente  y  punta  usadas  para  medir)  que
corresponden a los átomos de Gd. Por otro lado, se debe destacar que debido al mayor tamaño
atómico  de  la  tierra  rara  respecto  a  los  átomos  de  Au,  la  monocapa  de  GdAu2 se  encuentra
tensionada, y la forma de minimizar la tensión es la formación de un patrón Moiré. En el resto de
aleaciones  en  oro  se  ve  un  comportamiento  similar,  formándose  la  reconstrucción

(√3×√3)R 30°  y además el patrón de Moiré, con un par de excepciones que se comentarán
posteriormente. Al ampliar la biblioteca de aleaciones conocidas se ha observado que cuando la RE
es trivalente,  se distinguen 2 tipos de reconstrucciones: una  (12×11)R 4° en las RE  ligeras
(números atómicos de 57 a 63) y una (13×13)R 0 ° para las RE pesadas (números atómicos de 64

a 70).  La estructura de reconstrucción+Moiré también aparece en SmAg2 y GdAg2.  El  caso de
tierras raras divalentes es más complejo, ya que el aumento de tamaño atómico (cerca del 30%)
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dificulta en gran medida la relajación de la superficie. En el caso de YbAu2, la relajación a través
del Moiré se hace posible, pero en caso del EuAu2, la tensión es demasiado alta para la formación
del Moiré y en su lugar se forma una red de vacantes. En el caso de HoAg2 se ha identificado un
crecimiento  quasicristalino.  Este  crecimiento  ha  permitido  explicar  las  estructuras  presentes  en
DyAg2, que han sido notificadas por otros grupos de investigación, así como las estructuras atómicas
reportadas sobre un el crecimiento tensionado (a temperatura mas baja) de GdAg2.

La estructura electrónica de estas aleaciones has sido estudiada mediante fotoemisión. En concreto
con tres variantes específicas. Primero, se ha usado espectroscopia de fotoemisión resonante (Res-
PES) y fotoemisión de rayos X (XPS) para la determinación del estado de valencia, en concreto, se
ha confirmado que Eu e Yb presentan un estado divalente  en las  aleaciones,  mientras  que Sm
presenta un estado principalmente trivalente, aunque siempre es visible una pequeña parte divalente.
Esta parte puede indicar un estado de valencia mixta inherente o la presencia de una fase divalente
mezclada (como clústeres no aleados). El resto de tierras raras han mostrado un estado trivalente.
Estos  dos  estados  de  valencia  se  han  visto  reflejados  en  dos  tipos  de  estructura  electrónica
compartidas  por  cada  valencia  para  cada  metal  noble,  que  han  sido  estudiados  mediante
espectroscopia  de  fotoemisión  resuelta  en  angulo  (ARPES).  La  estructura  electrónica  de  las
aleaciones  trivalentes  (tanto  las  de  oro  como  las  de  plata)  han  permitido  explicar  la  fuerte
anisotropía magnética del GdAu2 previamente reportada, así como introducir un término necesario
para entender el comportamiento del resto de aleaciones. Se mostrará que la estructura electrónica
de las aleaciones divalentes se puede entender como un dopado con aceptores de la estructura de las
trivalentes, ademas de añadir una hibridación con los orbitales f (responsables del magnetismo).
Como se verá, esta hibridación es la responsable de la fuerte anisotropía de la aleación EuAu2.

Finalmente,  el  dicroísmo circular  magnético de rayos X (XMCD) se ha usado para estudiar  la
respuesta magnética de las aleaciones, y en especial para el estudio de la anisotropía magnética, que
viene determinada por la tierra rara usada. Se mostrará que esta anisotropía, junto con la estructura
atomica  y  estructura  electrónica  de  las  aleaciones  condiciona  la  respuesta  magnética  de  las
aleaciones, llegando a inducir efectos inesperados como coercitividades muy elevadas cuando los
diversos factores se combinan.

La segunda parte de esta tesis esta dedicada al estudio de las interfases metal-orgánicas formadas
por  la  absorción  de  monocapas  de  moléculas  orgánicas  evaporadas  termicamente  sobre  las
superficies de REAu2. Específicamente, se han usado las moleculas ftalocianina de cobre (CuPc)
(disponible  comercialmente)  y   bis-ftalocianinato  de  terbio  (TbPc2)  (sintética).  El  TbPc2 fue
sintetizado por   Dr.  G.  de la  Torre  (Universidad Autónoma de Madrid)  que  tiene  una  elevada
experiencia en la síntesis de diversas ftalocianinas.

La molécula CuPc se ha depositado sobre las superficies GdAu2, HoAu2 e YbAu2, mientras que el
TbPc2 se ha adsorbido sobre EuAu2,  HoAu2 y DyAu2.  El crecimiento de las moléculas ha sido
estudiando mediante LEED y STM. El CuPc muestra en todos los casos un crecimiento capa a capa
conmensurado con el substrato, mientras que en el caso del TbPc2 el comportamiento depende del
substrato.  Se  han  llevado  a  cabo  medidas  de  ARPES  y  XPS  para  detectar  los  cambios  en  la
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estructura de bandas de los substratos causados por la absorción de la capa de moléculas. Se ha
visto que la  absorción de las moléculas es debida fundamentalmente a fisisorción,  no viéndose
apenas  afectada  la  estructura  electrónica  del  substrato  ni  de  la  molécula.  Finalmente  el
comportamiento y acoplo magnético de las moléculas al substrato se ha estudiado mediante XMCD.
Se observa que la anisotropía de las moléculas puede ser aumentada por la deposición sobre un
substrato  que  comparta  el  eje  fácil.  En  el  caso  de  CuPc,  se  ha  detectado  un  acoplo
antiferromagnético entre la molécula y substratos, mientras que en el caso de TbPc2, se ha detectado
un acoplo ferromagnético en el substrato divalente, mientras que no hay evidencias claras de acoplo
con los substratos trivalentes. Finalmente, de ha detectado un ligero aumento de la temperatura de
Curie del substrato DyAu2 por la absorción de la molécula TbPc2.
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3 Introduction
In recent years, the development of semiconductor industry and electronics no longer follows the
empirical  prediction given by the Moore’s law1.  Moore anticipated in 1965 that  the number of
transistors in an integrated circuit would double every year and would continue to do so for the next
10 years. In 1975, he revised his observation to say that this trend would continue but with a lower
speed,  duplication  only  every  two  years.  However,  the  complexity  of  semiconductor  process
technology has grown over the years, which has “slowed down” Moore’s Law. This deviation has
been caused mainly by the miniaturization process of the systems, which has induced limitations
like the capability to achieve the appropriate gate shielding in ever smaller transistors2. In order to
beat this limits, several methods have been proposed, such as substituting silicon for higher mobility
semiconductors like GaAs3 or using the promising 2D material from graphene-like family4. Another
option is  substituting the electric switching by different transport properties like plasmonics that
deals with collective electron excitations5, or magnonics, in which spin waves are used6. Among
such  different  approach,  spintronics  stand  out.  In  this  technology,  the  manipulation  of  electric
charge  and  current  of  conventional  electronics  is  substituted  by  the  control  of  spins  and  spin
currents.

A spintronic device operates with polarized electrons, i.e., all of the electrons have the same spin
value and with systems capable of being sensitive to such polarization.  For this  reason, a very
simple spintronic device using spin-polarized electrons can allow the transmission of  a  pair  of
signals  over  a  single  channel,  doubling  the  bandwidth  of  the  device.  The  simplest  method  of
achieving spin-polarized electrons is  to  pass  a current  through a ferromagnetic  material,  which
filters the electrons uniformly. If another ferromagnetic material is in series, close enough that the
electron don’t have time to lose the spin polarization (even though it has to be decoupled from the
first), a spin valve can be constructed. In addition, it was found that depending on the magnetization
directions of the ferromagnets a huge change in the electric resistance of the junction was observed.
This effect is called Giant MagnetoResistance (GMR)7,8 and has been the first success of the field of
spintronics. Nowadays,  the sensitivity and versatility of the spin valves is the base for the magnetic
sensing  in  applications  like  hard  drives,  magnetoresistive  random-access  memory  (MRAM),
electronic compasses, etc.

Spintronics  is  called  upon  to  promote  the  development  of  electronics  by  integrating  the  non-
volatility and infinite rewritability of magnetic recording. This will lead to low power electronics,
new architectures and unconventional computing methods (like stochastic computing and quantum
computing) and more reliable and precise magnetic sensing9. For the development of all these future
ideas,  a  better  understanding  of  magnetic  systems  is  required,  and  moreover,  a  further
implementation of new materials with tailored properties. Furthermore, these materials have to be
brought  down  to  the  nanoscale,  which  introduces  a  new  challenge  for  the  development  of
spintronics.

In this context,  organic semiconducting molecules offer a cheap and promising alternative for the
creation of spintronic based devices10. The use of organic molecules gives novel qualities not found
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in inorganic materials due to their really unique characteristics, such as strong sensitivity to external
electrical  or  optical  stimuli  and  inherent  physical  and  chemical  functionality11–13.  Molecular
spintronic devices are based on the generation, transport and detection of spin polarized carriers by
the combination of a ferromagnetic material with an organic semiconductor.  In these systems, the
interface governs the tunneling of spin and charge transfer between the Fermi level of the metal and
the molecular orbitals,  acting further as a spin-filter  that preferentially transports electrons of a
certain spin orientation. Several works have pointed out the advantages of a ferromagnetic-organic
semiconductor interface and its relevance in the spin-injection14,15. Thus, the coupling and chemical
bonds between the organic semiconductor and the ferromagnetic metal at the interface gives rise to
new spin polarized hybrid electronics states. Such an interface is frequently called “spinterface”.
The new spin polarized hybrid states govern the tunneling of spin and charge transfer between the
Fermi level of the metal and the molecular orbitals and act as a further spin-filter that preferentially
transports electrons of a certain spin orientation.

In this thesis, we have focused on the search of novel low dimensional magnetic materials that
consist  on  monolayers  (MLs) of  rare-earth  (RE)/Noble-Metal  (NM) surface  alloys,  to  be  more
precise RE-Au2 and RE-Ag2 monolayers (ML). In a next step, MLs of planar organic molecules
have been adsorbed on top of these RE/NM surfaces in order to design metal-organic interfaces
with spin order. The magnetic and electronic properties of these interfaces have been investigated
analyzing the influence of the RE atoms of the substrate in the electronic and magnetic properties of
the metal-organic interface.

The first part of this thesis is dedicated to the study of the RE-Au2 and RE-Ag2 ML systems. In a
first step, the monoatomic thick RE-Au2 and RE-Ag2 surface alloys has been grown by electron
beam evaporation  of  small  amounts  of  RE atoms onto  clean  monocrystalline  metal  substrates,
namely Au(111) and Ag(111). For this task, several RE atoms have been employed: Sm, Eu, Gd,
Ho, Dy and Yb. The well known surface alloy of GdAu2 has been taken as model case for the other
alloys, because GdAu2 has been extensively studied prior to this PhD thesis16–18. The structure of the
alloys has been investigated though low energy electron diffraction (LEED) and scanning tunneling
microscopy (STM). In this thesis, it will be shown that the new alloys present (√3×√3)R 30°
reconstructions with a Moiré structure.  Typically,  one ML of these alloys is  characterized by a
highly regular Moiré superstructure with a period of about 3.5 nm. This Moiré pattern is determined
by the atomic size of the RE atom. It is worth to note, that there are also some exceptions. These are
the cases of HoAg2 and DyAg2 ML, which shows a structure that can not relax by the formation of
the Moiré superstructure and therefore develops a quasi-periodic lattice of dislocation lines. The
mentioned DyAu2 case was investigated in Jülich some years ago19. The other notable exception is
EuAu2 ML where  due  to  the  larger  ionic  radius  of  the  Eu,  the  Moiré  superstructure  is  highly
distorted.

The electronic structure of the alloys has been studied through photoemission spectroscopy (PES).
With the help of a special form of PES, resonant photoemission spectroscopy, it will be shown that
the alloys can be classified in two groups depending on the valence of the RE atoms: trivalent and
divalent RE compounds. It will be visualized by angle resolved photoemission (ARPES) that the
surface alloys with trivalent RE atoms share the same electronic structure near the Fermi level,
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while on the divalent structures, this electronic structure is displaced due to the lack of one valence
electron. Furthermore, hybridization of the RE 4f levels with the valence band is detected. As a
result,  the electronic structure adds an important contribution to the magnetic anisotropy of the
system. Finally, X-ray Magnetic Circular Dichroism (XMCD) has been used to study the magnetic
behavior of the alloys, in special, the anisotropy, which is determined by the selected RE.

The second part of this thesis is dedicated to the study of the metal-organic interface formed by
adsorption of monolayers of organic molecules on RE noble surfaces by thermal evaporation. The
specific  molecules that have been adsorbed are Copper  Phthalocyanines (CuPc) (commercially-
available)  and  Lanthanide  bis-phthalocyaninato (TbPc2)  (synthesized molecule).  The  TbPc2

molecules were synthesized by Dr. G. de la Torre (Universidad Autónoma de Madrid). 

CuPc has been deposited on GdAu2, HoAu2 and YbAu2 surfaces. On the other hand, the growth of
TbPc2 was investigated on EuAu2, HoAu2 and DyAu2. The growth and structure of the molecular
layers have been investigated by both LEED and STM techniques. The CuPc layer reveals a well
ordered growth that is commensurate with the substrate, while the molecule of TbPc2 presents a
different scenario with further variation depending on the substrate. ARPES measurements have
been performed in order to detect possible modifications in the band structure of the surface alloys
upon adsorption  of  the  molecular  adlayers.   In  this  thesis  it  will  be  shown that  the  molecular
adsorption of these molecules is mainly by physisorption, which leaves the electronic structure of
the substrate and the molecule (mostly) unaffected. Finally, XMCD measurements have been used
to study the magnetic coupling of the molecule to the REAu2 substrates. It will be evidenced that
the substrate can enhance the anisotropy of the molecule if there is a coincidence between both
molecule and substrate easy-axis directions of anisotropy. In the case of TbPc2, different interactions
with the surface compounds are observed depending on the RE atom. The greatest effect in the
modification of the XMCD magnetization loops is found in the system TbPc2/EuAu2, in which the
magnetization of Tb couples ferromagnetically to the magnetization of Eu.

3.1 State of the art

3.1.1 Two-dimensional magnetism

Ferromagnetism in two-dimensional (2D) materials  is  not a new  phenomena, against  what  it  is
usually  claimed20,21. The  first  model  of  2D  ferromagnetism  was  proposed  by  Ernst  Ising  and
Wilhelm Lenz in 1925 considering uniaxial magnetization22. In 1944 Lars Onsager showed that the
2D Ising model allows a ferromagnetic phase at finite temperature and gave and expression for the
Curie temperature of his model23. Later, David Mermin and Herbert Wagner probed in 1966 that the
2D ferromagnetism is not possible in the absence of magnetic anisotropy24. However, years later in
1988, it was shown that an arbitrary small anisotropy is enough to allow a ferromagnetic order25. We
should remark that up to that moment, the anisotropy in the models was  considered uniaxial.  In
1973, it was proven by J.M. Kosterlit and D.J. Thouless that an order-disorder transition is possible
with the spins confined in the in-plane (IP) direction26. In any case, from all these investigations we
see that the magnetic anisotropy is key for the development and engineering of 2D ferromagnetic
materials.
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From an experimental point of view, the 2D ferromagnetism suffered an initial delay due to the
technical difficulty of obtaining 2D samples. First results were the quasi-2D ferromagnets that were
formed from bulk materials of weakly coupled layers of 2D ferromagnets. The first example of this
materials was K2NiF4,  discovered in 196227. After this first discovery, other materials were found
giving rise to a sizable collection of different quasi-2D materials that have shown ferromagnetic or
antiferromagnetic behaviors. Here, one should also mention the recent boom in new 2D van-der-
Waals  structures  that  can  be  prepared  similar  to  graphene  with  Scotch®  tape  methods.  Such
materials  include  CrI3 or  FexGeTe20,21.This  has  lead  to  a  renaissance  of  the  field  with  an  ever
increasing library of 2D ferromagnets. However, the manipulation of the magnetic anisotropy in this
field is still unexplored.

Thin ferromagnetic films (few nm of thickness) have also been extensively studied. These studies
have allowed the  discovery  of  the  surface  magnetic  anisotropy,  which  dominates  the  magnetic
behavior of thin films28,29. At the surface of these thin films, the crystalline symmetry of the material
is broken and we will find reduced symmetry, lower coordination numbers and the presence of
localized  near-surface  and  interface  states.  These  surface  changes  may  modify  the
magnetocrystalline anisotropy. This effect is usually treated in theory by the introduction of a term
that is called the surface magnetic anisotropy30. Additionally, the structural strain due to the growth
of a thin film on a different substrate can further influence the magnetic anisotropy of the film itself.
This means that in very thin films the surface magnetic anisotropy dominates the behavior of the
whole layer. Finally, the structural strain due to the growth on a determined substrates can further
change the magnetic anisotropy of the layer.

The developments in Ultra-High Vacuum (UHV) techniques made possible the evaporation of clean
ultrathin films of few atomic layers. First results showed ferromagnetism in the transition metal
ferromagnets (Fe,Ni)  below two layer  thickness31,32.  There were also reports  of ferromagnetism
down to the ML limit, but the structure of the film being a single atomic layer was not addressed.
Progress in this area included the report about the ferromagnetic GdAu2 and GdAg2 surface alloys
with a clear in-plane (IP) anisotropy and Curie temperatures of 19 and 85 K, respectively17. The last
investigations lead to the basis of the first part of this thesis, the investigations of other RE-noble
metal systems with new magnetic properties.

3.1.2 Lanthanide-Rare earth metals

Lanthanide elements are a total of 15 elements with atomic numbers from 57 to 71 (La to Lu). They
are called lanthanides because they appear after  Lanthanum (La).  They are also known as rare
earths  (REs).  With  the  exception  of  Ce,  which  can  exhibit  tetravalent  valency  ([Xe]4f0(5d6s)4,
lanthanide  atoms  can  be  found  in  two  different  electronic  configurations:  divalent  or  2+
([Xe]4fn(5d6s)2) and trivalent or 3+ ([Xe]4fn-1(5d6s)3) configurations. In these materials the 4f shell
is successively filled by electrons, leaving the chemical properties unchanged. This implies that the
RE  can  be  substituted  in  the  formation  of  compounds  without  further  altering  the  material's
chemistry, as long as the substituting RE shares the same valency.

Lanthanide ions have magnetic properties that are dramatically dominated by the intrinsic nature of
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the 4f orbitals. The 4f wavefunctions have their highest probability of stay inside the outer three
valence electrons33 (see Figure 1). Thus, they do not directly participate in the bonding with other
elements when forming a compound. Still, the 4f levels can hybridize (or mix) with the valence
electrons and affect the transport and chemical properties of the RE. Due to this isolation, the RE
metals follow with a reasonable precision the Hund’s rules34 for isolated atoms. Therefore, the spin
and orbital momentum can be obtained as a function of the 4f filling as shown in Figure 2 and Table
1. This partial filling of the 4f orbital confers them a high magnetic moment. Even more important
than the high magnetic moment is the strong spin orbit coupling (LS coupling) of the 4f electrons.
Furthermore, lanthanides are characterized by an unquenched spin and orbital angular momentum
and an effective LS coupling that gives rise to their strong single ion-anisotropy (with the exception
of Eu2+, Gd3+ (4f7 configuration with half filled shell) and Yb2+, Lu3+ (4f14, completely filled). This
translates in high magnetic anisotropy that is fundamental in the design of high coercive materials.
Examples of such materials are the classical magnets SmCo5 and NdFeB35,36. The high coercivity is
also necessary in spintronics to achieve bistability in data storage37. Furthermore, the high magnetic
anisotropy  induced  by  RE  atoms  is  necessary  in  order  to  obtain  low  dimensional  ordered
magnetism.

Figure 1: Radial distribution function of 4f, 5s, 5p, 5d  and 6s electrons for rare 
earth metals, here for Gadolinium (Gd). Reproduced from ref.33. One observes that
the 4f wavefunction is very localized therefore will not participate in chemical 
bonding.
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Figure 2: Spin S, orbital L, and total  magnetic momentum J calculated through Hund 
rules for selected RE.

In this PhD thesis, Samarium (Sm), Europium (Eu), Gadolinium (Gd), Holmium (Ho), Dysprosium
(Dy) and Ytterbium (Yb) have been used to form RE-Au2 and RE-Ag2 surface alloys. For these
alloys  the  structure,  electronic  and  magnetic  properties  of  the  materials  have  been  studied.
Additionally, the Terbium (Tb) ion has been also studied, as part of the TbPc2 molecule.  Some of
the RE may be present in different valence states, and in some cases mixed valence states. Many of
the magnetic properties of their compounds depends on the valence state. Gd, Ho, Dy and Tb are
trivalent  (+3)  in  (almost)  all  stable  known  compounds.  Typically,  Gd  in  metallic  state  is
ferromagnetic at room temperature, while Dy and Ho show a complex phase diagram including
exotic orders like helimagnetism38,39. Tb trivalent state confers the TbPc2 molecule high magnetic
moment and anisotropy (see section  3.1.4.2). Sm can present a mixed state of divalent (+2) or
trivalent  (+3) valence states.  The most clear  example is  the Sm metal,  where Sm atoms at  the
surface are divalent but trivalent in the bulk40. The divalent component presents a resultant magnetic
moment equal to zero, thus Sm2+ it is non magnetic, while the trivalent Sm3+ shows an unusual small
magnetic moment due to the almost compensation of spin and orbital moments. The Eu ion also
presents  both  divalent  and  trivalent  mixed  valence  states  in  its  compounds.  The  trivalent
configuration results in the loss of magnetic moment, while the divalent configuration reveals a
magnetic  moment  without  orbital  moment  (only  spin).  An  example for  the  latter  is  the  EuO
ferromagnetic  insulator41.  Finally,  the  Yb  ion  is  a  further  exception  of  the  typical  4f  filling,
displaying in most cases a divalent  state, in which the f-shell is completely filled, even though in
some cases  it  can  also  be trivalent  (see Table  1).  Therefore,  the Yb2+ ion  is  the only of  these
materials that does not present a magnetic response. In metallic state, Yb compounds reveal weak
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Pauli paramagnetism.

Table 1: Spin S, orbital L, and total magnetic momentum J calculated through Hund rules for 
selected RE. Adapted from ref. 42.

Element Filling Spectroscopic
term

S L J g⋅√J⋅(J+1)

 Sm3+ 4f5 6H5/2 5/2 5 5/2 0.84

  Sm2+ 4f6 7F0 3 3 0 0

 Eu3+ 4f6 7F0 3 3 0 0

Eu2+ 4f7 8S7/2 7/2 0 7/2 7.94

 Gd3+ 4f7 8S7/2 7/2 0 7/2 7.94

 Dy3+ 4f9 6H15/2 5/2 5 15/2 10.63

Ho3+ 4f10 5I8 2 6 8 10.60

 Yb3+ 4f13 7F7/2 1/2 3 7/2 4.54

Yb2+ 4f14 1S0 0 0 0 0

3.1.3 GdAu2 and GdAg2

.In this section we will start with a brief introduction to the structural and magnetic characteristics of
the family of the surface alloys RE-NM2. GdAu2 is the first case of this family of alloys16. It initially
attracted attention because of the regular Moiré modulation and the ferromagnetic behavior  that
displayed a strong IP anisotropy and a Curie temperature of 19 K, in spite of being a ML43.

This Moiré modulation resulted of interest as nanopattern for the growth of ordered arrays of Co
dots44,45 and the  enhancement of their anisotropy due to antiferromagnetic coupling to the GdAu2

substrate. Further works introduced the LaAu2, CeAu2, GdAg2 and GdCu2 alloys46–48. A bit later, an
independent work on the intercalation of Eu below a graphene layer grown on a niquel surface
reported  ferromagnetic  behavior  of  a (√3×√3)R 30° phase49

. Nevertheless,  its  structure  and
magnetic properties were not fully addressed. In 2016 our group published a work stating that the
GdAg2 surface alloy presents surprising high Curie temperature of 85 K 17 for a ML (2D system),
and its magnetic behavior was compared with the one of the GdAu2 ML, as can be seen in Figure 3.
Still, even though the article showed the strong IP easy axis of GdAu2 monolayers, the source of
this anisotropy was not addressed in this work. Only recently we have addressed the source of the
in-plane easy axis of anisotropy of GdAu2

50 and proved that it is caused by the “sd” valence states
(as will  be shown in section  5.2.1.2). Further works have experimentally demonstrated that the
alloys presents domain structure18 in a similar way as a 3D ferromagnet.  Last, our group also has
shown a soft modification of the Curie temperature of GdAu2 due to adsorption of molecules on top
of the surface compound51. GdAg2 has also been studied because its electronic structure reveals
possible topological features52.
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In both GdAg2 and GdAu2, the magnetic coupling between RE atoms was attributed to a RKKY
exchange mechanism. The higher Curie temperature TC in GdAg2 compared to GdAu2 was justified
by an increased density of states (DOS) in the case of GdAg2 at the Fermi level. In both cases, the
materials are extremely soft ferromagnets, with coercive fields of about 0.2mT for GdAu2 and 0.1
mT for GdAg2 in the IP direction according to MOKE17 measurements shown in Figure 3.

Figure 3: Ferromagnetic transition in GdAg2 and GdAu2: (a) X-ray absorption 
spectra (normal incidence) of a GdAg2 monolayer taken at T = 5K and μ0H = 6T, 
at the Gd M4,5 edge with light of different helicity (top), and the resulting X-ray 
magnetic circular dichroism (XMCD) difference spectrum (bottom). Inset: 
magnetization curve obtained from the M5 absorption peak recorded as a function 
of the applied field. (b) Arrot plot analysis derived from the out-of-plane XMCD 
hysteresis loops at different temperatures. (c) Magneto-optical Kerr effect 
(MOKE) loops for GdAg2 and GdAu2 recorded at several temperatures. (d) 
Remanent magnetization at zero applied field, as derived from the MOKE loops. 
The exponential fit of the data intersects the horizontal axis at the respective 
Curie temperatures for GdAu2 TC = (19±5) K and GdAg2 TC = (85±6) K, 
respectively. Reproduced from 17.

GdAu2 and GdAg2 are prepared by the evaporation of small amounts of Gd on Au and Ag surfaces,
respectively.  Only  the  atoms  of  the  substrate  metal  (Au,  Ag)  that  are  located  at  the  surface
participate in the formation of the surface compound. The resulting surface compound typically
displays  1ML  of  thickness  and  a  Moiré  reconstruction,  as  commented  above.  This  surface
compound is formed by substituting one out of 3 atoms of the noble metal by a Gd atom, forming a
(√3×√3)R 30° reconstruction. Furthermore,  in order to accommodate the higher atomic radii of

the Gd atoms, a reconstruction of the surface forming a Moiré pattern takes place53. This Moiré
lattice is detected in STM images as a topographical modulation that appears as higher and lower
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areas periodically distributed with a hexagonal arrangement, as can be observed in the STM image
of Figure 4. This image presents the typical situation of REAu2, here the 1ML of SmAu2 studied in
our group 54 that is identical to the GdAu2 case.  This alloy and Moiré formation is also detected by
LEED measurements  (Figure  4).  There,  one  observes  new intense spots  that  correspond to the
periodicity of the REAu2 compound, namely a (√3×√3)R 30° structure (marked in red) and the

Moiré pattern that can be seen as a hexagonal corona of secondary spots that appear around the
main spots of the surface compound  (marked in yellow).

Figure 4: Structure of the RE-NM2 surface compounds: a) Model of atomic 
organization prior and after RE deposition. b) STM image of SmAu2 showing the 
long-range Moiré formation as depressions. The RE atoms are seen as short-
range protrusions. c) LEED Pattern of  SmAu2. The Au(111) unit cell is marked in 
blue, the alloy unit cell is marked in red, and the Moiré reconstruction is marked 
in yellow. Adapted from 54.

3.1.4 Magnetic Molecules and Molecules on Ferromagnets

As it  was commented above, the need to develop new electronics beyond silicon has increased
attention to spintronics and hence to the development of new materials able to store the spin state of
electrons  and  that  make  its  manipulation  possible.  In  terms  of  material,  one  limitation  is  the
demanded  size  reduction,  which  affects  the  behavior of  conventional  ferromagnetic  materials,
loosing their  hysteresis and leading to a superparamagnetic behavior55. Moreover, it is difficult to
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modify this class of material in a predictable manner, usually consisting in substitution of magnetic
atoms, resulting in completely change of the properties, often accompanied by losing the magnetic
order.

An  alternative  to  these  problems  is  the  organic-spintronics56–58,  which  makes  use  of  magnetic
organic molecules.  The great advantage of using organic molecules is that they can be custom-
designed in the laboratory. Thus, their properties can be further tuned as needed by incorporating
magnetic ions or radicals into their structure.

The contact point of the two types of materials,  or as it  will  be called from this point on,  the
interface,  is  a necessary part  in the application of any material,  whether it  is  needed only as a
support structure or to exploit its properties. It should be pointed out that in all cases the interface
affects  the  material  properties,  although in many macroscopic cases  where the  relative  volume
affected is a minor part, it can be neglected. At the nanoscale, however, interfaces can no longer be
neglected, since the volume affected by the interface is the major part of the system. In this work we
are studying systems formed by the adsorption of organic molecules on metallic ferromagnets, i.e.,
this implies that we will focus on interfaces. Depending on the interaction established between the
ferromagnet  and  the  molecule  we  have  different  scenarios.  A strong  electron  interaction  with
hybridization of the states of the organic molecules with the metal will produce a new set of spin
polarized states. Example of this interaction are 3d transition metal centered phthalocyanines (M-
Pc) on 3d transition metal ferromagnets like Ni or Co59–61, Alq3 molecules on cobalt62 as well as C60

on 3d metal surfaces that are not ferromagnetic (Mn, Cu) but such surfaces become ferromagnetic
after  molecular  adsorption63,64.  In  the  case  of  a  weak  interaction,  the  interface  effects  will  be
dominated by Van der Waals forces, causing only a slight perturbation of the molecule and metal
states. This type on interaction is usually referred as physisorption.

Two molecules have been used throughout this thesis, both from the Phthalocyanine (Pc) family:
Copper Phthalocyanine (CuPc) and terbium(III) bis(phthalocyaninato) (TbPc2).  In the following,
their basic properties will be addressed.

3.1.4.1 CuPc molecule

Copper Phthalocyanine (CuPc) is one of the most studied organic semiconductor. It is characterized
by  its  chemical  stability  and  it  has  been  considered  of  interest  in  optoelectronics65–68 and
spintronics59,69,70. It is a 3d-metal centered phthalocyanine with a square planar four fold-symmetry
(D4h) that incorporate a Cu atom as the center of the organic ligand, as it is seen in Figure 5a). In

general, in the isolated transition metal phthalocyanines the D4h symmetry group transforms the

degenerate 3d metal orbitals in three singlet states b2g ( d xy ), b1g ( d x2− y2 ), a1g ( d z2 ), and one

doublet state  eg ( d xz ,d yz=d π )71. Depending on their energy positions, these orbitals mix to a

different degree with the  2p states of the C and N atoms of the molecular frame. In the case of
CuPc, its peculiarity is that the Cu-derived outer level b1g ( d x2− y2 ) is occupied by one electron,

and  positioned  in  the  gap  between  the  Pc  highest  occupied  (HOMO)  and  lowest  unoccupied
molecular levels (LUMO). For this reason, the CuPc molecule is a model system with spin ½ and a
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single d hole72. Upon adsorption of a CuPc monolayer on a metallic surface its spin ½ remains,
contrary to other 3d-metal phthalocyanines, in which the magnetic moment is screened or lost upon
surface adsorption73–76. The robustness of the magnetism in CuPc monolayers adsorbed on surfaces
is explained by the planar symmetry of the  b1g singlet state, which couples weakly to the metal

electrons.  Moreover,  this  molecule  is  characterized  by  a  strong  anisotropy  with  an  easy  axis
perpendicular to the molecular plane77. Several works have already reported a flat lying adsorption
and a highly ordered growth on simple metal surfaces. In all these cases a ML of CuPc reveals an
out-of-plane (OOP) magnetic easy axis with a large anisotropy77,78. These results point the interest
of CuPc molecules for molecular spintronics, taking into account the robustness of its magnetic
moment.

Figure 5: Structure of the phthalocyanine molecules used in this work, a) CuPc 
molecule, reproduced from79, b)  TbPc2 molecule, reproduced from80.

 

3.1.4.2 TbPc2 molecule

The  TbPc2 molecule  presents  a  double-decker  system  formed  by  two  phthalocyanines  (Pc)
coordinating a  Tb3+  ion42,81–84 (see  Fig.  5b)).  The complex is  characterized  by a  strong uniaxial
anisotropy with the easy axis of the magnetization oriented perpendicular to the Pc plane. It is a
lanthanide-based molecule and it is considered as a single molecular magnet (SMM). SMMs are
characterized by the fact that they retain their magnetization upon removal of the external applied
magnetic  field. Its  SMM properties were reported the first  time by Ishikawa and coworkers  in
200381.  TbPc2 is of particular interest due to their large barrier to magnetic relaxation and high
blocking  temperatures,  compared  to  traditional  single  molecule  magnets  based  on  transition
metals85. In the neutral molecule, the Tb(III) ion exhibits an electronic spin state of J=6μb . The

two Pc macrocycles host an unpaired electron delocalized over the Pc ligands. The easy-axis-type
magnetic anisotropy imposes an energy barrier of ≈ 65meV for magnetization reversal86, which is
the largest within the whole series of lanthanide-Pc2 SMMs82,83.  The first excited state lies at quite
high energy. This creates a deep double well potential for the magnetization, with the minima in the
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opposite magnetization directions (up and down) separated by a high energy barrier. As a result of
this potential, isolated molecules achieve long relaxation times, although decoherence is possible
due  to  processes  like  quantum  tunneling  of  magnetization87.  Magnetization  loops  openings
(hysteresis) have been observed after molecular deposition on SiO88. Nevertheless, it is worth noting
that the opening in the hysteresis loop of TbPc2 disappear81,89 when the molecules are adsorbed on a
metal.  In  this  case  decoherence  channels  open  due  to  the  possibility  of  scattering  with  the
conduction electrons of the metal, causing the slow dynamics of TbPc2 to be lost90. Furthermore, it
should be mentioned that TbPc2 can couple to ferromagnetic substrates following the magnetization
of the substrate80,91,92 and can couple to antiferromagnets revealing an exchange bias behavior93.

3.2 Magnetism at surfaces
In the modern quantum mechanical framework, the magnetic behavior of a materials is defined by
the  behavior of the angular momentum of the electrons  in that material. This angular momentum
consists  in  the  sum  of  two  terms:  the  orbital  and  the  spin  angular  momentum.  In  a  first
approximation both values can be obtained by means of Hund rules  34,94, in which the values for
each element is given by the occupation of the orbitals. This method gives good values for most rare
earths (RE), which have localized 4f orbitals, although it generally overestimates the values of the
orbital and the spin angular momentum for d orbitals. This is due to the fact that the Hund rules
consider isolated atoms, which is a decent approximation for the localized orbitals in RE material
but is not so well suited for transition metals. The cause of this is that in transition metals the d
orbitals  give  rise  to  (ferro-)  magnetism.  The  lateral  extension  of  d-levels  in  3d  metals  is  less
localized than the 4f ones in RE metals, therefore the former ones may hybridize with the valence
band and form chemical bonds (in the case of insulators) or non-localized states (in metals). This
hybridization will break the symmetry of the orbitals, quenching the orbital moment of the forming
atoms. Additionally, the orbital hybridization will tend to pair electrons with opposite spin that in
the free atom would be unpaired. This electron pairing is the reason because most known materials
are non-magnetic.

The materials without magnetic moments are called diamagnets. They are characterized by a very
small magnetization that opposes to the applied field. The origin of the diamagnetic behavior arises
from slight  deformations  of  the  electron  trajectories  due  to  the  applied  magnetic  field.   This
response occurs in all materials, but is not detected due to the much stronger response caused by the
orientation of magnetic moments if they are present.

Regarding materials with unpaired electrons and therefore showing a magnetic moment, we find
different types depending on whether the magnetic moments are ordered or disordered. In the case
of disordered magnetic moments we talk about paramagnets.  In paramagnetic materials the free
magnetic moments align parallel to an applied magnetic field. However, when there is no external
magnetic field, these magnetic moments are randomly oriented. These materials are characterized
by the strong effect of the thermal energy that induces disorder and tend to counteract the alignment
with the applied magnetic field.

In this thesis we are mainly interested in ordered magnetic materials. In this case, the magnetic
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moments of atoms or molecules align in a regular patter due to the exchange interaction (Pauli
exclusion)  with  the  neighboring  spins.   When  the  neighboring  spins  are  pointing  in  opposite
directions we have an antiferromagnetic material,  the total magnetization will be zero. Generally,
antiferromagnetic order may exist at sufficiently low temperatures, but vanishes at and above the
Néel temperature (named after Louis Néel). Antiferromagnetic materials reveal a highly anisotropic
paramagnetic-like behavior, showing small magnetization under applied field perpendicular to the
antiparallel magnetic moments of the antiferromagnet. In the crystallographic directions parallel to
the magnetic moments no magnetization can be detected.

When the neighboring magnetic moments or spins are  parallel aligned we have a ferromagnetic
material. Other type of magnetic order is the ferrimagnetism. In that case, there are two lattices of
spins of different species in  opposite directions, but as the chemical species are different, and so
their  magnetic  moments,  the latices  are uncompensated.  Note that  a  ferrimagnetic  material, for
many phenomena, can be modeled as a ferromagnetic material, considering the resulting magnetic
unit cell as a whole, “as an artificial atom”.

The source of magnetic order in these materials is the exchange interactions resulting from the Pauli
exclusion principle that is applied to overlapping electrons. In a first intuitive idea, this coupling
would be limited to directly overlapping electrons, but a deeper analysis indicates that this coupling
can also  be  mediated  trough other  electrons.  Some examples  of  this  are  the  antiferromagnetic
manganese oxide (MnO), in which the manganese atoms are coupled by the oxygen between them
(indirect  coupling)  or  the  magnetite  (Fe3O4)  in  which  the  coupling  between  the  trivalent  and
divalent  iron  is  meditated  though  an  oxygen  (superexchange  coupling95).  A more  interesting
example is the RKKY mechanism96, in which the conduction electrons (with energies close to the
Fermi level)  archive a small spin polarization. The latter can propagate the coupling over several
nm97.  “Magnets” that we use in daily applications are always ferrimagnets or ferromagnets that
show magnetization without an applied field, or a strong magnetization under small applied fields.

3.2.1 Ferromagnetism

In a ferromagnetic material, we have basically a lattice of spins all pointing in the same direction.
As a result, the material will reveal a magnetization, even if no magnetic field is applied. A bulk
piece of ferromagnetic material is commonly divided into tiny regions called magnetic domains.
Within each domain,  the spins are aligned, but the spins of separate domains point in different
directions. Hence, their magnetic fields tend to cancel out. 

In order to reduce the magnetostatic energy produced by the dipole-dipole interaction between all
the magnetic moments within the material magnetic domains will be formed. This dipole-dipole
interaction  happens  at  a  long  range  scale,  which  causes  a  growth  with  the  domain  size.  This
situation is opposite to the exchange interaction, which typically acts on short range (few atoms)
and is approximately independent of domain size. This creates a competition between the exchange
coupling that orders the spins in the short range, and the dipole-dipole interaction that  disorders
them.  As a result, the ferromagnetic material splits into many domains. Inside of the domain all
spins  are  ordered and point  in  one direction (minimizing the exchange coupling energy).  Each
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magnetic domain vector, however, can point in a different direction (minimizing the dipole-dipole
interaction  energy).  As a  final  point  (as  will  be  shown in section  3.2.4.2)  the structure of  this
domains will depend on the history of the material (thermal treatments, magnetizations, etc), that
may give rise to hysteresis and allows a non-zero magnetization although no external magnetic field
is applied (remanence).

The  ferromagnetic  ordering  of  the  material  is  also  conditioned  by  the  temperature  having  a
transition from ferromagnetic state to a paramagnetic state at a certain temperature that is called
Curie  Temperature  (Tc).   This  transition  temperature  is  one  of  the  main  characteristics  of  a
ferromagnetic material, defining its range of use in terms of temperature. Ferromagnetic materials
can show also complex phase transitions from ferromagnetic to antiferromagnetic order depending
on temperature and/or applied magnetic field.

Apart from the spin-spin exchange interaction, the spin-orbit coupling SOC has to be introduced to
explain  the  ordering  of  the  orbital  momentum  and  the  anisotropic  behavior  of  the  magnetic
materials. If only the spin would be considered, no difference in the magnetic behavior would exist
between the different crystallographic directions. This SOC term comes from relativistic corrections
to the energy of the electrons. Due to the complexity of this term it is usually approximated by

considering the magnetic interaction between the spin moment S⃗ and the angular moment L⃗ .

The usual expression for energy related to SOC is E=ξ⋅L⃗⋅⃗S , where ξ represents a parameter
that depends on the orbital. As a remark, the SOC term will be zero if the orbital moment is zero.

One of the most important characteristic features of the ferromagnets is the magnetic  hysteresis.
The  magnetic  hysteresis is  the  dependence of  the  magnetization  on  the  previous  state  of  the
magnetization. From the hysteresis loops two important parameters can be extracted: coercive field
HC and remanence MR.  MR is the magnetization remaining in the material after the removal of the
applied magnetic field. The coercive field (HC) is the field that must be applied to the magnet in the
opposite direction in order to demagnetize it completely. MR and HC are indicated in the hysteresis
loop that is shown in Figure  6. In this loops the saturation magnetization of the material is also
indicated. More details about the origin of the hysteresis will be explained in Section 3.2.4.
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Figure  6:  Hysteresis  cycle  of  EuO  grown  on  graphite  indicating  saturation
magnetization (Msat), coercive field (HC) and remanence magnetization (MR). The
cycle correspond to a MOKE measurement performed on in situ grown EuO on
exfoliated graphite in UHV at the STM-MOKE setup.

The most common tool to study the hysteresis is the measurement of the hysteresis cycle. In it, the
magnetization is measured as a function of an applied magnetic field, which is scanned from a field
enough to saturate the sample to the opposite field and back (see Figure 6). The area between the
magnetization curves of the two scanning directions of the field is the energy needed to flip the
magnetization. Depending on this energy, we can separate the ferromagnetic materials in soft and
hard.   In  a  soft  ferromagnet,  the  energy required  to  reverse  the  magnetization  is  small.  These
materials  are  characterized  by  a  small  coercive  field.  On  the  other  hand,  hard  ferromagnetic
materials require a high energy to reverse the magnetization. They typically have large coercive
fields. Soft ferromagnets are interesting in applications where the magnetization needs to be flipped
fast  and with  low energy consumption.  Another  use  is  if  the  magnetization  needs  to  follow a
magnetic field, like for example in the free layers of spin valves, or the mu-metal alloy used for
magnetic shielding. Hard ferromagnets with a high remanence are interesting in applications like
permanent magnets and memories. This last example is of special interest, as magnetic memories
show fantastic time stability and are theoretically infinite rewritable, which other memories storage
technologies struggle to archive.

3.2.2 2D Models of ferromagnetism

A quite simple way to model the magnetic order of a material is to arrange it as a spin lattice. In
such case, the Hamiltonian of the system will be:
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H=−∑
i , j

J ij S⃗ i⋅S⃗J⏟
exchange coupling

− μ B∑
i , j

B⃗⋅S⃗i⏟
interaction withexternal field

−K A∑
i , j

u⃗⋅S⃗ i⏟
anisotropyenergy

(1)

Being J the coupling constant, S⃗ i the spin momenta of the “i” atom, B⃗ the external magnetic

field, u⃗ the unitary vector of the easy axis and KA the anisotropy constant. In order to determine
the temperature dependence and study phase transitions of the spin lattice, the model has to be
further simplified. We will consider 3 different approximations for 2D ferromagnetic materials. In
all these models a 2D lattice of spins is considered. First, we will consider the 2D Ising model, in
which the spins are confined to a single axis, e.g., all atomic moments point perpendicular to the 2D
plane. In the second case, the XY model, the spins are confined to a plane. The isotropic Heisenberg
model in third place allows spin orientation in any direction.  Additionally, to further simplify the
equations, we will focus on the zero applied field case.

Under this assumptions equation 1 can be simplified to:

H=−∑
i , j

J ij S⃗ i⋅S⃗J (2)

Note that in this models, the anisotropy is substituted by the dimensionality of S⃗ .  In the Ising
model we will consider that a uniaxial anisotropy is strong enough and the spins can only align in a

uniaxial direction.  S⃗ i can be reduced to 1 or -1. Doing these simplifications, we arrive to the

Onsager  solution23 that  gives  a  phase transition  with  long  range  order  and  spontaneous
magnetization. The temperature (TC) of the phase transition can be calculated as:

TC=
2⋅J

kB⋅ln (1+√2) (3)

In the XY model, a biaxial anisotropy confines the direction of the spins in a plane direction. In this
case, the spins are not locked to the axis and can  rotate in the plane. This model gives a phase
transition,  but  without  long  range  order,  and  as  consequence also  without spontaneous
magnetization.  This  lack  of  spontaneous magnetization  is  required  by  the  Mermin–Wagner
theorem24 which establishes that in two dimensional  systems, the continuous symmetry cannot be
spontaneously broken. The Ising case in contrast considers discrete magnetizations and is therefore
not subject of this theorem.

Finally, we consider the isotropic Heisenberg model, where the two dimensional anisotropy is zero.
In this case, there cannot be a phase transition to a ferromagnetic order at finite temperature24, as the
ferromagnetic order would imply a breaking  a continuous  symmetry in a 2D material,  which is
forbidden by Mermin–Wagner theorem24.  Even if the ground state of the  system is ferromagnetic
ordered,  thermal  disorder  does  not  allow the  symmetry breaking of  the  ferromagnetic  order  to
remain at temperatures greater than zero (T>0).

A final note about these models: all of them consider a perfect periodic defect-less spin lattice, but
the introduction of defects and size limits of the real materials can cause slight or strong deviations
from  these  ideal  conditions.  Nevertheless,  from  these  models  we  can  draw  several  important
conclusions: (i) magnetic anisotropy is key feature in allowing 2D ferromagnetism, (ii) a material
without anisotropy in the Heisenberg model cannot have magnetic order, (iii) a material with an IP
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easy axis of magnetization can show magnetic order. In the ideal, defect-less case, it can not have a
total magnetization in the absence of a field (absence of remanence) but in presence of defects this
situation changes. In order to produce ferromagnetism, the best case is to have an OOP easy axis, in
such case both, magnetic order and remanence is allowed. As was explained in the  introduction
(section  3.1.1),  all  these  subjects  defined  a  quite  active  field  of  discussion  until  the  first  2D
ferromagnets were confirmed43.

3.2.3 Magnetic anisotropy

As it has been seen before, the magnetic anisotropy is necessary in the 2D materials to obtain a
ferromagnetic order. In analogy to the dielectric response, the magnetic anisotropy can be described
as the variation in the magnetization of the material depending on the direction of the applied field.
In terms of modeling, it is the difference in energy in a material that is caused by a change in the
direction of magnetization.  We will consider two sources of anisotropy: the effect of the shape of
the  magnet  (shape  anisotropy)  and  the  effect  of  the  crystalline  structure  (magnetocrystalline
anisotropy).

The shape anisotropy is the difference in energy caused by the induced magnetic field of a magnetic
material against the magnetization in the material. This field is called demagnetization field and is
highly  dependent  on the  shape  of  the  sample.  This  term is  purely  magnetostatic.  It  is  easy  to
calculate and engineer. In the case of an uniaxial sample this anisotropy is:

K shape=
1
2
⋅μ0 M 2(N x−N z) (4)

μ0 is  the  vacuum  permeability,  M  the  magnetization,  and  N x N z the  demagnetization

factors. These demagnetization factors are the proportionality factor between the magnetization of
the  material  and  the  demagnetization  field  it  generates  in  each  corresponding  magnetization
direction.  These  factors  N x and N z are  specific  of  each  specific  shape.  In  the  case  of  an

“infinite disc”, which is equivalent to the 2D material, the demagnetization factor will be N z=1

and N x=0 . As a consequence, the demagnetization field will oppose the magnetization on the

OOP direction but will not affect the IP direction. Therefore, in a 2D material the shape anisotropy
will always contribute to an IP easy axis. As an example relevant for this thesis we can calculate
that for the case of GdAu2. In order to evade the calculation of M in a 2D material, which cannot be
defined properly, we can estimate the demagnetization field as the field seen by a Gd atom created

by the surrounding first neighboring Gd atoms (due to the 1/d4 decay of the dipolar field with the
distance, second neighbors contribution will be negligible), that will be given by:

B=∑ μ0

4⋅π
⋅m

d3
=6⋅

μ 0

4⋅π
⋅

7.9⋅μ B

(0.54 nm)3
=30mT (5)

Here, μ 0 is the vacuum permeability and μ B the Bohr magneton. This 30mT value contrast with

the reported difference of about 1T17 approaching saturation in the OOP direction, while it saturates
at near-zero field in the IP direction (see inset in Fig. 3a)). From this example we can conclude that
the observed anisotropy values cannot be explained by the shape anisotropy, but acts as a small
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correction.

3.2.3.1 Magnetocrystalline anisotropy

The magnetocrystalline anisotropy is the term induced by the crystal structure of the material. In
order to simplify the explanation, we will split it in two terms, the crystal field anisotropy and the
band anisotropy. 

Here, we will focus on the 4f electrons that are of interest to this thesis. Crystal field anisotropy is
the  energy  difference  caused  by  the  electrostatic  interaction  between  electrons  in  the  orbitals
responsible  for  the  magnetic  moment  and  the rest  of  the  electrons  in  the  material.  From the
spherical harmonics treatment of the atomic levels it can be deduced that the shape and orientation
of an orbital is conditioned by its magnetic momentum and its direction, which implies that the
orientation of a shell like the 4f is correlated to its orbital momentum direction. Furthermore, the
spin-orbit coupling will orient the spin momentum to the orbital. If now we take into account the
filling (following Hund rules),  we will  see that the SOC will  induce the spin, orbital  and total
momentum to be aligned to the symmetry direction of the whole 4f shell. As result, the magnetic
momentum will  be  correlated  to  the  orbital  shape  and its  orientation.  In  order  to  simplify  the
treatment,  the  multipolar  treatment  can  be  applied.  That  way,  the  charge  distribution  and  the
associated fields of the 4f orbitals and the structure (the rest of the electrons) can be described by
the monopolar, dipolar, quadrupole, etc. terms at the center of the 4f orbital. Due to the spherical
symmetry of the monopolar terms, the latter does not have an associated direction and so it can be
omitted. The center of the 4f orbital is also the inversion center of symmetry. This fact causes that
the dipolar term of the 4f moments is zero, and due to the orthogonality of the multipolar terms, the
dipolar term of the rest of the material will not have any effect. Therefore, the first relevant terms of
the anisotropy will be the quadrupolar term. Having a look to the higher orders than the quadrupolar
terms of the multipolar  treatment,  we will  see that  these contributions  are  much smaller.  As a
consequence, such higher order terms will only be considered when the quadrupolar term is zero.
The quadrupolar term will be zero in cubic  crystal structures due to their symmetry, but in most
crystal structures it has a non-zero value. Due to the strong asymmetry of a surface (or an interface)
the quadrupolar term there will not be zero, and as consequence, we can limit the treatment to the
quadrupolar term only.  The quadrupolar term of the orbital is given by the shape of the electron
distribution of the orbital, which in turn is given by the electron filling.  As an example, for trivalent
Sm, Gd and Ho, we will have an electron 4f population of 4f5, 4f7 and 4f10, respectively. The shape
of the 4f5 orbital in Sm is prolate, and so the quadrupolar term will be positive. On the other hand,
the shape of the 4f7 orbital is spherical and hence the quadrupolar term will be 0. In contrast, for the
4f10 orbital of Ho,  the shape is oblate, which in turn causes a negative quadrupolar moment42. This
orbital shapes can be seen in Figure 7.
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Figure 7: Orbital shape of the Lanthanide RE. Reproduced from42
.

Band  anisotropy is  the  energy  difference caused  by  the  changes  in  the  band  structure due  to
differences  in  the  direction  of  magnetization.  The  energy  associated with  the  band  anisotropy
(magnetic anisotropy energy of MAE) can be calculated according to Equation 6 50,98.  The source of
the MAE is the unquenched L moment of the atomic orbitals after hybridization. In the same way as
in the single atom orbitals,  L is fixed to the geometry  of the hybrid orbitals. Including the SOC
causes the breakdown of spin degeneration. The resulting bands will now present a well defined
total momentum (J) and will be split depending on the directions of the spin. The breakdown of
degeneration is expected to be noted mostly at band crossings. These point are expected to open
band gaps that are different for each magnetization direction. Introducing such gaps in the MAE
(equation 6) will cause two situations. If the band gaps fall far from the Fermi level EF, its effect to
the MAE is small since the bands  contributions above and bellow the gaps will be compensated.
Nevertheless, when such band gaps appear close or at EF, the contribution in each polarization will
not neccessarly be compensated, and as consequence, it can show important differences. This leads
to differences in the total energy of the system depending on the direction of magnetization, the
MAE.

MAE=∑
K , N

ϵ K , N
X ⋅FFD⋅(EK ,N

X −Ef X)−∑
K , N

ϵ K , N
X ⋅FFD⋅(EK ,N

Z −Ef Z) (6)

FFD is the Fermi-Dirac distribution,  Ef X the Fermi level for in-plane (IP) spin polarization,

Ef Z defines the Fermi level for an out-of-plane (OOP) spin polarization, K the momentum index

(K-point) and N the band index (or quantum number that identifies each band), ϵ K ,N
X and ϵ K ,N

Z

are  the  density  of  states  at  a  given  K and  N  for  the  IP (X)  and  OOP (Z)  spin  polarizations,

respectively.  EK , N
X and EK , N

Z are the energy for the associated K and N for the IP and OOP spin

polarizations, respectively.
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For both, the crystal field and the band  anisotropy, the need of SOC is clear, as it represents the
coupling between the orbital shape and the spin polarization directions. The strong SOC of the RE
atoms is the reason for their use in most of the permanent magnets nowadays. Te RE atoms provide
a  high  anisotropy,  which allows  a  high  remanence,  coercivity  and  high  magnetization
characteristics. 

An  important remark  to  do  is  that  the  magnetocrystalline  anisotropy  is  conditioned  by  the
anisotropy of the crystalline structure. This can be seen for example in the usually low anisotropy of
cubic cell ferromagnets, like iron, nickel or fcc cobalt while the anisotropy increases in hcp cobalt.
This anisotropy of hcp cobalt can be further exploited by the introduction of Sm (with large SOC).
From  such  “doping”  we  arrive  at  the  highly  magnetic  anisotropic  Sm-Co  magnets.  A more
interesting way for us to create highly anisotropic crystalline structure is by working at interfaces.
An example of this are thin ferromagnetic films (few nm). Therein, the anisotropy generated at the
interfaces overcome the contribution of the rest of the material28,29. This effect is usually referred a
surface anisotropy30.

3.2.4 Remagnetization models

It  was already stated  that  magnetism in  samples  results  not  only  from the  atomic  level  but  is
modified strongly by the creation of magnetic domains that lower the total energy of the system. In
order to understand the change of magnetization in a material we will consider two models. In the
simplest  model,  the  coherent rotation model we consider the rotation of the magnetization of a
domain as a single unit.   The second model refers to  domain wall  movement.  In the latter,  the
magnetization  rotation  is  given  by  the  change  of  the  domain  structure.  In  both  cases,  the
magnetization of a sample is the sum of the magnetizations of the domains.

3.2.4.1 Coherent rotation model

In the coherent rotation model (Stoner–Wohlfarth model), the absolute magnetization value of the
domain is fixed and it is only allowed to change its direction. Thus, the energy of the system will
be:

E∝K A⋅sin2(φ−θ )+M sat⋅B⋅cos(φ ) (7)

K A represents the anisotropy constant,  M sat the saturation magnetization,  B the magnetic

induction field,  φ the angle between the magnetization and the magnetic induction field, and
θ the angle between the field and the easy axis of magnetization.  Depending on the relations

between these parameters, this model produces two energy minima at zero applied field (see Figure
8).  These  minima define  the  direction  of  easy axis  of  magnetization.  This  means,  that  at  zero
applied field the magnetization state stays aligned to the direction of the easy-axis of the material.
The application of a magnetic field in the opposite direction to the magnetization of the sample
induces that the magnetization does not follow the field until a critical field value, the coercive
field, is reached. In this model, the coercive field at zero temperature is of the order of:

HC=2⋅K A /M sat (8)
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In this case the only minima of energy is found in the field direction. By introducing temperature in
the model in a simplified way, we can estimate a coercive field of HC=(2⋅K A−kB⋅T )/M sat ,

and, as can be seen, the coercive field is lowered as the temperature increases. Thus, the energy
barrier can be overcome by thermal activation processes.

It should also be noted that the energy barrier for the coherent rotation depends on the volume of the
domain. In a simple approximation, the energy barrier depends linearly on the domain size, but in
most real cases the anisotropy at the domain surface can cause a deviation from that behavior.  In
general, the energy barrier will be proportional to the domain size. As result of this, a domain size
reduction will have two effects, first, the coercivity will be reduced with the domain size. Second, if
the domain  is  small  enough,  there  will  be  a  temperature  above which  the  thermal  energy will
overcome the energy barrier,  without losing the ferromagnetic order.  That temperature is called
blocking temperature TB. Above TB, the magnetization of the domain will be able to rotate freely and
follow the magnetic field, giving rise to a phase called superparamagnetic phase.

Figure 8: Energy of the a ferromagnetic domain modeled by equation
7 for different relations of anisotropy and magnetic field.

The coherent rotation model works fine for single domain ferromagnets, like nanoparticles99 or even
some classical composite ferromagnets that consists of ferromagnetic particles of few μm inside a
non-magnetic matrix100. In homogeneous ferromagnets, however, the coercive field arising from this
model is usually overestimated. This is due to the remagnetization processes consisting on domain
wall movement explained next.

3.2.4.2 Domain wall movement model

In most cases of homogeneous ferromagnets, the remagnetization will happen because of domain
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wall  (DW)  motion.  The  domain  wall  are  the  frontiers between  domains  with  different
magnetization. In this case, the direction of the magnetization of the domains does not change by
small applied fields, only the domain walls move. Hence, when a small magnetic field is applied,
the  domain  walls  move in  order  to  increase  the  size  of  the  domain  magnetized  closest  to  the
direction of the applied magnetic field. Consequently, the size of the domains pointing in other
directions will be gradually reduced. From the imbalance in the size of the domains with different
magnetization direction,  an average magnetization results, even if there are still domains pointing
in opposing directions. This process is illustrated in Figure 9. After removing the applied magnetic
field, the domain walls try to move back to their original state with an averaged magnetization that
is zero. The presence of defects in the material may block the domain wall motion. Different defects
like  dislocations,  discontinuities,  etc,  will  anchor  the  domain  walls  (domain  wall  pinning),
producing two  consequences. The first one is that one has to  apply a magnetic field to provide
energy to allow the domain wall to jump between the defects leading to coercivity.  The second
consequence is that the thermal energy will not be enough to completely disorder the magnetic
structure. After field removal, the total magnetization of the material will not return to zero, giving
rise to remanence.  Putting these two consequences together, we see that the domain wall pinning
will cause the magnetic material to have coercivity. A small remark should be made in relation with
the XY model  (section  3.2.2).  The introduction of  defects  of  the material  (not  included in the
original model)  allows  magnetization by blocking of the structure in analogous way to the DW
pinning.

Figure 9: Illustration of compensated magnetic field structure showing 0 
magnetization and uncompensated magnetic structure leading to a total 
magnetization.

In the domain wall motion, the anisotropy is also critical for the coercive field of the material. The
anisotropy directly increases the energy required to move the domain walls. In a simplified way, we
can consider that the domain wall movement behaves similarly to domain rotation, i.e., there is a
barrier to flip the magnetization that is proportional to the anisotropy. Then, we can expect that for
low anisotropy cases,  the DW will  move almost  free,  and with that,  the domain structure will

30



change in order for the magnetization to follow the applied magnetic field. On the other hand, for
high anisotropy systems, the magnetic field (or thermal energy) will have to overcome an energy
barrier created by the anisotropy to move the domain wall. This will translate in a resistance for the
magnetization to follow the applied field, or what is the same, causing coercivity in the material.

3.2.5 Arrot plot analysis

The Arrot plot analysis is a method for the determination of a ferromagnetic order. It was introduced
by A.  Arrot  in  1957101.  This  method  is  based  on the  analysis of  the  Magnetic  Isotherms.  The
temperature dependence of the magnetization introduced in this article is:

H=A⋅(
T−T C

T 1

)⋅M+B⋅M 3+C⋅M 5+⋯ (9)

H represents  the  applied  magnetic  field,  M the magnetization,  T the temperature,  TC the Curie
temperature and  T1,  A,  B,  C, etc are empirical constants. By considering the series only to third
order and dividing by the magnetization, it can be rewritten as:

H
M
=M 0

2+B⋅M 2

M 0
2=A⋅(

T−TC

T 1

)
(10)

From there, by determining M 0
2 as a function of temperature, the Curie temperature  TC can be

determined. To do so, the first step is plotting the squared magnetization values vs the applied field
divided by the magnetization values (see Figure  10b)).  Then, the high field values (high  H/M

values) are fitted by a linear fit. The M 2 values at H /M=0 , namely M 0
2 , are in the last point

(Figure  10c)) displayed vs the  measurement temperature.  Finally,  the Curie temperature can be

determined  by  fitting  the  obtained M 0
2 values  as  a  function  of  measurement  temperature  and

search for M 2=0 crossing by a linear or quadratic fit.
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Figure  10:  Temperature  dependence  of  hysteresis  loops  for  EuO measured by
MOKE technique at the laboratory STM/MOKE system: a) Magnetization curves
as a function of sample temperature, b) Arrot plot analysis: M2 vs H/M curves and
their high field fits (dotted lines). The H/M=0 crossing points are used in c) to
determine the Curie temperature TC  of the EuO system.

This method of determination of magnetic order is used in the present thesis as the method for
extracting  TC from the magnetic measurement carried out by X-ray Magnetic Circular Dichroism
(XMCD). Other methods, like analysis of susceptibility or field cooling vs zero field cooling or
permittivity variation with temperature cannot be easily applied due to technical issues like beam
stability, relatively high noise-to-signal ratio of the technique and the limitations imposed by the
cryostat.
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4 Experimental Techniques and Sample preparation
Several  experimental  techniques  have  been used to  study the  rare  earths/noble  metal  (RE/NM)
surface alloys and the interfaces formed after deposition of molecules. One type of techniques is
referred to as  photoelectron spectroscopies. The chemical properties have been mainly studied by
X-ray Photoemission Spectroscopy  (XPS) while the electronic structure has been studied though
Angle-Resolved Photo-Electron Spectroscopy (ARPES). Prior to such spectroscopical methods the
structure have been analyzed by Low Energy Electron  Diffraction (LEED) which has also been
used to evaluate the quality of the prepared samples. A more in depth study of the structure was
later carried out by Scanning Tunneling Microscopy (STM). Finally, the magnetic behavior of the
samples was studied by the use of X-ray Magnetic Circular Dichroism (XMCD) which relies on
synchrotron based X-ray absorption spectroscopy (XAS). In order to apply all these  techniques,
Ultra-High-Vacuum  (UHV)  environment  was  required.  First,  to  ensure  the  cleanliness  of  the
sample, and second to be able to use electrons as probes in the mentioned techniques. The alloys
were prepared by direct evaporation of Rare-Earths (RE) on the hot and previously cleaned Noble
Metal (NM) surfaces. After the alloys formation, a MonoLayer (ML) of the selected molecules were
evaporated on top. All the details related to the experiments will be explained in this chapter.

UHV  means  that  the  pressure  during  the  experiments  should  be  less  than  1´10-9mbar.   In
fundamental investigations as the one considered here, one important aspect is the cleanliness of the
sample to ensure the exclusion of any contamination.  In the case of surfaces,  this  is especially
critical, due to the fact that we are studying single atomic layers at the surface of a sample. Under
ambient conditions or even inside a clean room, the atomic layer at the surface of a material would
get contaminated from dust, air, water, or any other component inside the atmosphere that may get
in contact to the sample. An additional reason for the need of UHV conditions is related to the
sample surface reactivity. Some surfaces can be oxidized almost instantly at ambient conditions. If
instead of ambient pressure we use UHV, there is less possibility that the sample gets contaminated
or reacts with anything after being prepared, as there is “nearly nothing” that can come in contact to
the surface. However, this statement is not entirely true, also in UHV there are still rest gas atoms.
The composition of the rest gas atoms in the UHV chamber depends on the experimental setup,
pumping system, previous use, etc. In UHV vacuum systems, the aim is always to have the lowest
possible pressure, therefore different vacuum pumps are combined in the same experimental setups.
From thermodynamic argumentation102, one can extract that a very reactive surface (we speak in

form of sticking coefficient) get fully covered by rest gas atoms in 1 second at a pressure of 1´10-6

mbar. As an example, in most of the here described experimental setups, the base pressure is 1´10-10

mbar, this means that in 10.000s (2.7h) the sample is fully covered even in such good conditions. If
we allow a “contamination level” of 5%, this level is reached after 500 seconds or roughly 10
minutes.  Moreover,  the  experimental  techniques  that  we  use  here  for  sample  characterization
usually requires long measurement time, even the sample transfer process to the analysis chamber
after preparation consumes already this time frame. The reason why we are still able to measure our
prepared samples is that these surfaces are not so reactive (lower sticking coefficient), which allows
the measurement of the surface properties. In any case, even in UHV systems, the pressure and
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possible contamination from rest gas atoms is a very important aspect that has to be considered
always and cleanliness should be controlled several times during an experiment.

Additionally, only UHV conditions allow us to use some of the characterization techniques that
would  not  be  possible  to  use in  other  environments.  The clearest  examples  are  electron  based
techniques. These techniques can usually not be used outside the UHV range. The electrons would
suffer scattering and absorption within the gas, which changes their energy and direction or directly
eliminate the electron and hence the information. The result of this is that the electron would not be
able to carry information of the sample to the detectors or in the case of electron diffraction the
electron would not even reach the sample. On the contrary, this electron property of being easily
scattered is particularly useful for surface science, as it allows obtaining information for the last
layer of the sample, the surface, due to the above mentioned small electron mean free path.

4.1 Sample Preparation and Experimental Setup
In  the  here  considered  field  of  material  science,  several  methods  for  sample  preparations  are
available. Often, samples are prepared from specialized groups that just do this process. Then these
samples  are  re-examined  by  spectroscopy  experts  (e.g.,  our  group).  However,  for  all  the  here
investigated materials such an approach is not possible. This has to do with the fact, that the surface
compounds of RE materials are very reactive and completely oxidize in less than a millisecond
under normal atmospheric conditions. Therefore, all systems of this thesis are prepared in-situ that
requires  much  more  effort  and  tools  to  check  for  the  correct  growth  procedure  and  sample
compositions. Preparation of the samples was carried out under ultrahigh vacuum conditions due to
the mentioned high reactivity of the lanthanides to avoid contamination of the surfaces. The typical

UHV range that we have is of approximately 1´10-10mbar.

4.2 Substrate preparation

4.2.1 Single crystal substrates

In this thesis, two noble metal single crystalline substrates, namely Au(111) and Ag(111),  have
been  used.  The  preparation  of  the  surfaces  was  carried  out  by  several  Ar+ ion  sputtering  and
annealing processes. In the sputtering process the sample is bombarded with noble gas ions that
have enough energy to remove atoms of the surface of the sample. A noble gas (most often Ar,
sometimes Ne) must be used to prevent any possible chemical reaction with the sample. In the
sputter gun, the noble gas atoms are ionized and accelerated with an electric field between 500 and
1500V. This way, contaminating atoms as well as surface atoms are removed from the sample. The
second part of the process consists of annealing the metallic substrate. In this process the sample is
heated to a temperature that is high enough to allow mobility of the surface atoms in order to heal
the destroyed surface after the sputtering process and additionally to remove the noble gas atoms
that may have been incorporated by the sputtering process into the sample. Of course, this annealing
temperature has to be below the melting temperature of the sample. The annealing temperature of
Au during this thesis was 800K. In the case of Ag, 740K were sufficient to form the required large
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terraces of the (111) surface.

4.2.1.1 Surface compound preparations

The rare-earth noble-metal surface compounds RE-NM2 are prepared by depositing RE atoms on
the Ag(111) or Au(111) surfaces. For the preparation of 1ML of the RE-MN2,  one requires the
evaporation of about one third of a monolayer of the RE material on a previous clean NM surface.
This process is necessary to reach the adequate stoichiometry. Previous investigations found out that
a better surface quality is achieved, when the substrate is hold at an elevated temperature17,47,103. This
means that for a new surface compound, i.e., new RE or new NM, first the growth process had to be
investigated. For this purpose, the deposition of the RE atoms have been performed at a certain
sample  temperature  during the  RE deposition  process.  Then,  analysis methods like low energy
electron  diffraction  or  scanning  tunneling microscopy is  carried  out.  At  the  end the  sample  is
cleaned and the preparation process is repeated at a different temperature until the best preparation
temperature is obtained. The optimized heating temperatures are noted in Table 2. To evaporate the
RE atoms, temperatures in the range of 600K to 1200K has to be achieved. This will depend on the
RE atom. Figure  11 shows a top view from one of the RE evaporators that was built up for this
thesis. In order to evaporate the RE atoms, a piece of the RE metal is inserted into a refractory metal
crucible (usually molybdenum) that is heated by electron bombardment. The electrons are emitted
from a heated tungsten filament and accelerated by applying a positive high voltage to the crucible.
The RE evaporation was calibrated using a quartz microbalance setup or checked by other means,
like  the  mentioned  growth  preparation  techniques  or  even  by  photoemission  testing  the
disappearance of special  features  of the substrate  electronic band structure like the Au and Ag
Shockley surface state emissions104. Note that after each preparation experiment, the RE atoms must
be removed in order to preserve a clean metal surface for future experiments. This cleaning process
must be done carefully, as the RE atoms tend to diffuse into the bulk sample at higher temperature.
The way to do that  is  by long sputtering processes to ensure that  all  the RE atoms have been
removed. It should be mentioned, that after several  evaporation, it  may be difficult to completely
remove the RE from the substrate,  and traces  of  the  RE that  have  diffused into the bulk may
resurface after annealing. In order to completely remove this traces, the only solution consist of re-
polishing the sample, removing several hundreds of microns of the material. 
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Figure 11: Knudsen cell type evaporator for deposition of two different RE 
materials in a single evaporator. The high voltage electron beam heating allows to
reach the high temperatures needed for evaporating the REs.

Table 2 Optimized substrate temperatures during RE evaporation for the formation of 1 ML of RE-
NM2 surface alloys.

Au(111) Ag(111)
Sm 563K 523K
Eu 500K ------
Gd 650K 650K
Dy 620K 620K
 Ho 620K 620K
 Yb 570K ------

4.2.2 Molecule evaporation

The  evaporation  of  the  molecules  has  been  performed  in  UHV using  home-made  evaporators
specifically  for  molecules.  The molecules  were inserted in  a  crucible,  either  a  quartz  or  boron
nitride (BN) crucible (Figure 12a)) or in a different type of evaporator in a Ta pocket (Figure 12b)).
Then the crucibles were heated until the molecules evaporate. In the first case, the molecules are
inserted in  the ceramic crucibles  with a conductor  coil  around.  In the second case,  a  tantalum
crucible  supported on a SiC chip acts as heater. The molecular deposition occurs when flowing a
current though the coil or chip. The evaporated molecules were CuPc and TbPc2, respectively. The
addition of  a  thermoelement  to  the  metallic crucibles of  the  metal  evaporator  (Figure  11)  was
avoided for security reasons. For the molecular evaporators however,  a K-type thermocouple was
added  to  better  control  the  evaporator  temperature  and  the  deposition.  We  found  that  the
temperature  of  evaporation  of  CuPc  is  590K,  and  hence  somewhat  lower  compared  to  the
evaporation temperature of TbPc2, which was 690K. In order to obtain a monolayer (ML), several
attempts of evaporation have to be made and checked on a  clean substrate (in this case mostly
Au(111)) by LEED and STM until a desired thickness is obtained.
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Figure 12: Different types of molecular evaporators used. a) Ceramic crucible 
evaporator with a tungsten coil filament (side view) and b) Tantalum pocket 
evaporator attached to a SiC heating element (top view). 

4.2.3 Machine specifications

The experiments  were performed partially  in  San Sebastian  in  the  laboratories  of  the  Material
Physics Center (CFM) and in  different beamlines of several European synchrotrons like ALBA
(Barcelona), Soleil (France) and Elettra (Italy).  

In  San  Sebastian  two  vacuum  systems were  used,  the  first  system is  dedicated  to  STM  and
ARPES/XPS and a secondary system that is dedicated to STM and MOKE.

The ARPES/STM setup is formed by four chambers: a preparation chamber,  an analysis chamber
for LEED and STM, a second preparation, and an analysis chamber for ARPES/XPS, see Figure 13
for details. The first preparation chamber is equipped with sample sputtering, sample heating, and
several fixed RE evaporators. Additionally, there are available interchangeable ports with valves for
introduction of  additional evaporators, vacuum suitcases, or other UHV devices.  Furthermore, the
first  preparation  chamber has  a  load-lock for  fast  introduction/removal  of  samples.  The  base
pressure in this chamber is 3×10−10 mbar. As indicated by the name, this chamber is used for general
preparations, as the sample cleaning, RE evaporations, and molecule evaporation carried for this
thesis.  Directly  connected  to  this  chamber  there  is  the  STM/LEED  chamber.  This  chamber  is
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equipped  with  a  commercial  Omicron  LEED and  a  variable  temperature  STM from the  same
company (VT-STM). Usually, the STM is operated at room temperature (RT), but can be brought
down to 70K by liquid nitrogen cooling. The base pressure in this chamber is 1×10−10 mbar.  This
STM/LEED  chamber  is  furthermore  connected  to  a  double  chamber  setup  dedicated  to
ARPES/XPS. This part is arranged with a preparation chamber on the top and an analysis chamber
at the bottom. Both chambers share a rotatable manipulator with a closed cycle cryostat reaching
temperatures  below  120K  and  an  additional  electron  bombardment  heating  stage  for  sample
annealing. Due to the shared manipulator the preparation chamber is limited to clean preparation. In
this  case,  the  preparation  chamber  only  has  available  fixed  evaporator.   The  ARPES  analysis
chamber has three main components: a gas discharge lamp together with a toroidal monochromator,
an electron energy analyzer, and an X-ray source. All these components are from SPECS company.
The gas discharge lamp with its monochromator forms a 45º angle to the analyzer. It is usually used
with He as discharge gas. The toroidal monochromator is used to select the emission line. In this
thesis, mainly a photon energy of 21.22eV (HeIα) was used  with an energy width below 1.5meV.
The X-ray source is a monochromatized Al Kα light from a commercial microfocus setup (SPECS
Focus 600). The latter ensures a small light spot (<0.5mm).

Figure 13: The ARPES-STM chambers setup. The equipment is divided into two 
semi-independent systems: a) ARPES/XPS and b) STM/LEED double chambers.

The STM/MOKE setup is the second experimental station in San Sebastian used during the thesis. It
consists of two chambers: one dedicated to sample cleaning with a LEED setup and MOKE tools
(LEED/MOKE  chamber).  The  second  chamber  is  used  for  STM  experiments  and  there  also
evaporations  were  carried  out  (STM  chamber).  The  LEED/MOKE  chamber  contains  two
manipulators, one electron bombardment manipulator for sample cleaning by sputtering/annealing
and one for the Omicron LEED. Additionally, the chamber has a manipulator for surface sensitive
MOKE. The latter contains a sample holder with a closed cycle cryostat capable of operation in a
range from 30K to 400K. Furthermore the chamber has soft iron cores that guides magnetic fields
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from the  coils  mounted  outside  the  UHV system.  Last,  there  are  special  optical  windows  for
bringing in and out the light for the MOKE experiment. One can mount an external optical setup for
MOKE  characterization  of  the  sample,  capable  of  archiving  monolayer  sensitivity.  This
LEED/MOKE  chamber  is  separated  from  the  STM/LEED  chamber  by  a  valve.  The  latter  is
equipped with a (VT-Omicron) STM and evaporators for RE, molecules and some transition metals.
We furthermore added an interchangeable port for connection of additional evaporators or a vacuum
suitcase to carry out  vacuum transfers of samples into the ARPES/STM system or synchrotron
radiation centers. The base pressure in this chamber is 5×10−10mbar.

Figure 14: The MOKE-STM system setup. It is divided into two chambers, one 
dedicated to MOKE, LEED and sputtering/annealing (left side) and another 
chamber dedicated to STM and evaporation of metals. Additionally, at the 
moment the image was taken, a removable chamber (7) dedicated to high 
temperature preparations was mounted.

4.3 Photoemission spectroscopy
Photoemission spectroscopy (PES) is an experimental technique based on the photoelectric effect.
This effect was discovered by Hertz in 1887105 and later explained by Einstein in 1905106. It was the
first time that the quantum nature of light was revealed. The photoelectric effect consists in the fact
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that  light  illuminates  a  sample  and  excites  electrons.  In  the  PES  technique,  these  electrons
(sometimes called photoelectrons) are then collected as a function of their energy. The spectroscopy
was  discovered  by  K.  Siegbahn  in  1966  and  was  originally  called  Electron  Spectroscopy  for
Chemical Analysis (ESCA) 107.

Figure 15: Illustration of the photoemission process in the three steps 
model. In the step 1, the photon excites the electron producing a hole. 
The step 2  consists on the transport of the electron to the surface. In 
step 3 the electron escapes from  the sample.

It is important to mention that photoemission is a multi-step process. The process consists of three
main steps that will be described in detail.  The first part describes the excitation of an electron
located in the inner shell or the valence band of the material to an empty state  above the Fermi
level. Details on specific possible excitation will be explained in the following section.  There are
other two steps to take into account, the transport of the electron to the surface, and the escape of
the electron from the sample.  In the second step,  the electron can suffer absorption or inelastic
scattering, causing some of the electrons to lose part of its energy or even disappear completely. The
distance that the electron can travel without losing its energy is known as mean free path λ and it is
of the order of a few layers of atoms and depends on the kinetic energy of the electron. A universal
curve that is shown in Figure 16 describes this behavior. Although the curve is often referred to as a
universal curve,  one  can  see  that  the  mean  free  path  suffers deviations  from  the  “universal
behavior” due to different characteristics of the materials. Independent of such small deviations, a
photoelectron with an energy in the order of 10-100 eV has an escape depth (mean free path) in the
order of few angstroms (Å) that give rise to surface sensitive PES. However if the energies are in
the order of several hundreds of eV or even keV, the electrons have escape depths (mean free path)
up to few nm allowing more bulk sensitive PES. In the present work, as our region of interest is the
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last layer of the sample (the surface), the low energy range was used to ensure surface sensitivity. In
this context, it has to be repeated that UHV conditions are completely necessary to ensure a small
mean free path. At higher gas pressures part of the electrons will be absorbed and only very few
would reach the detector.

Figure 16: Inelastic mean free path of the electron in different materials as a 
function of  the detected electron energy. Reproduced from108.

Finally, as this curve is mostly universal, it can be used to determine the thickness of a thin layer
grown on a certain substrate if the film grows layer-by-layer:

D=λ⋅ln ( I
I 0

) (11)

Here D is the thickness of the adsorbed thin layer, I the detected electron intensity upon thin layer
deposition,  I0 the detected electron intensity prior to the thin layer deposition and λ the mean free
path for the kinetic energy of the corresponding electrons. 

The third (and last)  step of the photoemission process  consists of the electron escape from the
sample. Here, the electron has to overcome the energy difference between  being inside the metal
and in vacuum. This difference is called work function. It depends on the material as well as on the
surface characteristics. In pure metals, the crystal orientation plays an important role. It is known
that  the  work function grows with the surface atomic density109.  For  metals,  onto  which some
structure (layer or islands) have been grown, the work function will be affected. This can be via the
dipolar moment of the structure itself110,  via doping of the surface (e.g. evaporation of alkali, earth
alkaline, and rare earth metals on the sample)  or modification of charge distribution of the surface
(and so polarization of the surface)111–113.
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One possibility for the determination of electron energies is an electron analyzer. There are several
ways of operation depending on its construction (time of flight, deceleration, deflection113). The
most common electron detector used in fundamental research  (in UHV conditions) is based on the
use of electron deviation through electromagnetic fields. In photoemission, electrostatic analyzers
are preferred for simplicity of construction and versatility. They are formed by two metallic surfaces
separated by a vacuum space that has an entrance and an exit slit that is designed to allow electrons
to travel through it. Between those metallic surfaces a potential (pass energy) is applied. An electron
that enters  though the entrance slit will only arrive to the exit slit if it has a determined energy,
which depends on the potential applied between the metallic surfaces. This way, an electron energy
can be selected by choosing the voltage between the metal surfaces. Note that the electron counter
is then placed behind the exit slit. Different geometries may be used, but the most common is a
hemispherical analyzer shown in Figure 17. It consists of two concentric metallic hemispheres with
the  entrance and  exit  slit  in  diametrical opposed points.  This  type of  analyzer preserves  the
momentum  of  the  electrons  after  passing  while  archiving  high  energy  resolution114,115.  By  the
addition of a 2D detector behind the exit slit, it is possible to resolve at the same time the energy (in
the radial direction) and the momentum (in the perpendicular direction) of all the electrons inside
approx.  one tenth of the selected pass energy range. In order to increase the number of detected
electrons,  it  is  common  to  introduce  an  electron multiplier  like  a  micro-channelplate  (or  a
channeltron if only one channel is used). The higher signal numbers improve the signal to noise
ratio. The pass energy of the electrons can be changed by modifying the potential between the two
hemispheres of the photoelectron analyzer.  The pass energy and the slit size will  determine the
resolution of the analyzer.

The usual way of scanning the energy is using a retarding plate in the electron lens system at the
entrance of the analyzer in order to adjust the energy of the electrons to the pass energy range. In
the present thesis, several models of hemispherical analyzers equipped with channelplate detectors
have been used. Specifically, a SPECS 150 analyzer was used in our home lab, Scienta 200 and
R4000 analyzers  in  the  VUV-photoemission  beamline  of  Elettra  synchrotron  and  in  Cassiopée
beamline of Soleil synchrotron, respectively.
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Figure 17: Hemispherical electron analyzer schematics. 
Reproduced from116.

4.3.1 General considerations of the photoemission process

During sample illumination there are two kind of processes that can lead to emission of electrons:
the photoemission and the Auger process. In the direct photoemission process, one electron of an
atom absorbs a photon with an energy higher than the difference to the vacuum energy (=binding
energy of that electronic level + work function), and it is extracted from the sample, leaving the
sample in an excited state. By conservation of energy, the energy of the electron extracted from the
sample is related to the difference from the energy of the photon (hν) and the binding energy EB of
the  electron.  By  measuring  the  kinetic  energy  of  the  electron  Ekin,  the  binding  energy  can  be
determined as following:

EB=hν−Ekin−W A (12)

being WA the work function of the analyzer. Due to the  difficulty of determining the analyzer work
function, a more practical definition is used:

EB=Ekin−Ekin(EF) (13)

Here,  we  set  by  definition  that  at  the  Fermi  level,  the  binding  energy  is  zero.  This  way,  the
determination of the work functions and possible errors in the photon energy are solved by referring
all energies to the Fermi level.
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The second electron emission process is the so called Auger process (also Auger-Meitner effect)
originally discovered by Lise Meitner117 but later associated to the french scientist Pierre Auger. In
this  process,  one photon removes an electron from an inner  shell  (IS) of  an atom via a  direct
photoemission process and leaves that atom in an excited state. This initial process is followed by
an  electron  decaying  from a  higher  shell  (HS)  filling  that  hole.  The  energy  of  the  transition

EA=EHS−E IS can be either  emitted as  a  photon (this  is  then called X-ray emission) or it  is

transferred to another electron with a lower binding energy, which acquires enough energy to escape
to the vacuum. This second process is the so-called Auger emission. In order that such a process can
happen, the decaying electron and the electron being  emitted need to have a strong coupling in
order for the  energy to be transferred between them. This makes the most likely transitions those
with the decaying electron and the emitted electron coming from the same level. By this way, the
kinetic energy of the electron that is emitted is related to the difference between the energy of the
transition minus the binding energy of the emitted electron (EB2):

Ekin=EA−EB 2−W A (14)

As the energy of the emitted electron doesn’t depend on the energy of the photon, this process can
be easily  distinguished from the direct photoemission process by the use of two different photon
energies.

There is a particular case of coherent Auger emission that should be mentioned, especially because
within this work it is relevant for a photoemission process called Resonant Photoemission. In the
coherent Auger process,  the photon energy is  chosen to  be identical to the sum of the binding
energy and the energy of a partially  empty level,  approximately when the photon energy equals a
binding energy of a transition hν=E A .  The excited electron is transferred into this empty level

leaving the atom excited and with a high probability for decaying of that electron back into the
original level. If the transition occurs for the same shell, i.e., the same principal quantum number n

(e.g., 4d4f transition) the decay  probability trough Auger emission will be enhanced  (Coster-
Kronig process118). The probability of the Auger electron increases even more for Auger processes
with the decaying and leaving electron from the same sub-shell, i.e., with the same orbital angular
momentum quantum numbers  l.  Such  a  process  is  called  a  Super-Coster-Kronig  process118.  In
general, the total process can be summarized as an electron of a filled core-shell that is excited into
a partially-filled shell and decays back to the original state. Then, it gives its energy to another
electron of  the partially-filled shell  (see Figure  18).  Taking into account  that  all  the process  is
elastic, the energy of the final excited electron will be the same as if it was directly excited by the
photon, that is, its binding energy will be given by Eq. 12.
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Figure 18: Different electron emission processes observed in a photoemission 
experiment.

When the photon energy is chosen around the appropriate absorption edge (4d→4f in our case of
interest) all three processes will occur. This will lead to a Fano interference119 between the direct
photoemission (continuous transition) and the Coherent Auger process (discrete transition). This
creates an enhancement  of the photoemission intensity  at  the resonance energy with a strongly
asymmetric profile as a function of the photon energy. Consequently, Resonant Photoemission can
be  carried  out  by  measuring  with  a  photon  energy  at  the  maximum  of  the  interference  (on-
resonance) and at a photon energy below the absorption threshold (off resonance)120–123. This method
presents several advantages. First, it allows to obtain a higher photoemission intensity for a certain
electronic level compared to direct photoemission. Second, by taking the difference between on-
and off-resonance, the contribution of the selected core level can be separated from the rest of the
spectra. The drawback is, that due to the need of having an excitation inside a shell in a partially
filled core level or in a sightly hybridized band, resonant photoemission is not applicable in most
atoms. But if it can be applied, it is extremely useful as for the case of the lanthanides that will be
investigated here.  We will see the advantages of this method in sections 5.2 and 6.2.

4.3.2 X-ray photoemission spectroscopy 

X-ray  photoemission  spectroscopy  (XPS)  (or  the  historical  name of  Electron  Spectroscopy  for
Chemical Analysis (ESCA)) is used as a chemical analysis tool to study the core level electrons of
the elements.  In order to excite the core levels, generally photon energies above 100eV are used.
This photon energy range correspond to the soft X-rays, which gives the name to this  technique.
Since the core level energy positions are specific for each element, one can identify clearly the
elements that compose a material.  Although the deep core levels are strongly bound to the cores,
their energy suffer small deviations induced by the electron cloud surrounding them. Therefore, the
XPS  technique results extremely powerful, since a chemical interaction changes the number and
energy of  the surrounding electron cloud.  These small  deviations  of  the core levels  energy are
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related to the atom environment and possible chemical interactions with other neighboring atoms. 

There are different effects that can induce a change in the core level energy. One of the main effects
that induce a change in the core level energy of an atom in a material is due to a change of its
valence.  Usually,  this  effect  is  detected  by  a  large  core  level  energy  shift  that  is  due  to  the
transference of an electron from a shallow core level to the valence band or vice versa. This process
induces a strong change in the e--e- interaction, which produces a big difference  in the electron
energies. In this thesis, it will be later shown that this situation is observed in the change of valence
in Samarium from divalent to trivalent (sections 5.2.1.1 and 6.2). Such a reduction in the number of
electrons in the 4f shell produces a reduction of the shielding of the nuclear charge, which changes
the potential that the electrons see. The latter cause that the energy needed to extract the electron
from the core levels increases their binding energy, this will be further explained in sections 5.2 and
6.2. Another  effect  that  can be detected as  a core level  shift  is  related to  modifications  of  the
chemical environment of the atoms. An example of that is the binding energy change observed in
the C atom depending on its bonding. For example, there is a difference between a C-C bond or a
C-N bond related to the fractional charge that the nitrogen atom takes from the C sp valence level.
The latter will sightly reduce the shielding in C 1s level, and hence there is a slight increase in its
binding energy (section 7.1.2). 

Figure 19: Different effects that cause a shift in the core level energy. a) change of
valence of  a part of Sm atoms in a monolayer of SmAg2 due to partial oxidation.
The oxidized Sm in the sample reduces the divalent component in the alloy by
forming  trivalent  Samarium  oxide.  b)  C  1s  core  level  of  CuPc  that  presents
different emission energies due to the different chemical environment of C in the
molecule. C bonded to nitrogen (C-N) appears at slightly higher binding energy
than the C bonded to C (C-C).

4.3.3 Angle-resolved photoemission spectroscopy

Another  particular  case  of  photoemission  spectroscopy is  Angle  Resolved  Photoemission
Spectroscopy (ARPES). It is characterized by the simultaneous determination of the electron energy
and the electron emission angles from the surface. In ARPES, the energy and momentum of the
electrons inside the material will be determined. This spectroscopy technique samples the material
in the reciprocal (momentum) space. It constitutes a direct determination of the band structure of the
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material, or from a different point of view, the dispersion relation of the electrons in the material. In
the fist perspective, it constitutes a fingerprint of the interactions established between the electrons
and the structure of the material. It is worth to note that except of the most simple cases, frequently
complex simulations/calculations are requires to disentangle the electron behavior and allow an
interpretation of the results. 

If we  analyze the momentum and energy conservation of the excitation process we will have to
fulfill:

k f=k i+k photon (15)

 E(k f )=E(k i)+hν (16)

Here, k f is  the  momentum  of  the  excited  electron  in  the  final  state, k i the  moment  of  the

electron before excitation (initial state), and k photon the momentum of the incident photon causing

the excitation. Considering that the electron momentum inside of the material shows periodicity in
the k-space range of the inverse of the lattice parameter due to Bloch's theorem94 and that the lattice

parameters is in the order of Å, our region of interest will be of an order of magnitude of 1 Å−1 . If
we now apply the De Broglie relation to the photon124, the photon momentum k photon for a photon

energy around 20 eV, will be of the order of 0.001 Å−1 . Therefore, it is reasonable to state that the
excitation of the electron will not change its moment.

Next,  we will  explain  what  will  happen during  electron  transport  to  the surface.  We will  only
consider  the  electrons  that  have not  lost  its  energy,  i.e.,  only  direct  emissions  ignoring  for  the
moment inelastic scattering. During the escape from the surface, it is worth to separate the electron
momentum in parallel and perpendicular components to the surface. Approximating the surface as a
potential barrier, in the parallel component we will not have change of momentum as that direction
is  invariant  under  translation.  In  the  perpendicular  direction,  however,  due  to  the  discontinuity
caused by the potential barrier, a contribution to the perpendicular momentum needs to be added. In
this thesis, mainly two-dimensional surface related systems will be investigated. In the 2D case, the
confinement  of  the electrons  in  the direction  normal  to  the surface  causes  a  broad momentum
distribution in that direction. This broad distribution of momenta removes the need to examine the
momentum conservation  in  the  normal  direction.  This  way,  in  this  work  only  the  momentum
parallel to the surface will be examined.

With that in mind and by applying the relations between the momentum and kinetic energy of the 

free electron outside of the material ( E=ℏ2⋅k 2/(2me) ), we can determine the parallel momentum

inside the material as:

k||=
1
ℏ √(2⋅me EK)⋅sin (θ ) (17)

Here k|| denotes the electron momentum parallel to the surface, me  the electron mass,  EK the

electron kinetic energy and θ the angle of emission of the electron with respect to the normal of the
surface and EK=ℏω−W S−Ebin with W S the sample work function. Since all these values are

known from the experiment, the momentum can be extracted from each measurement point. As a
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result, photoemission then give us a mapping of the band structure as the photoemission intensity
distribution in energy versus momentum.

4.3.4 Light generation

There are different ways to generate the necessary photons for the photoemission process. During
this work, X-ray vacuum tubes, discharge lamps and synchrotron radiation is used.  In X-ray tubes,
firstly a few keV electron beam is directed to a metal target of a certain material. In the same way as
in the photoelectric or the Auger process, an inner lying core electron is removed and this process is
followed by electron recombination from higher energy shells giving rise to Auger electron and/or
X-ray emission. In our case now, we are only interested in the X-ray emission. To eliminate Auger
electrons, usually a filter in the form of a thin foil is used. The characteristic of this process is that
there are fixed emission lines determined by the anode material.  Choosing an  adequate material,
like Al or Mg, the number of emission lines (photon energies) can be reduce to a single one. In this
work, the sources had an aluminum cathode. Furthermore, bremsstrahlung radiation is generated. It
has a broad spectrum but due to the low intensity achievable for a monochromatic beam, is not used
as a light source for photoemission. It is easy to eliminate by a high pass filter. The result is an x-ray
beam with a well-defined energy distribution (around 1eV), which is suitable for most chemical
analysis experiments.  It  is  necessary  to  mention  that  these  sources  have  a  limited  maximum
intensity,  usually defined by how efficient is the heat dissipation of the target.  The sources are
compact and  relatively cheap, therefore  adequate for laboratory use. In order to get higher flux
beams or tunable wavelengths,  it  is  necessary to  use synchrotron sources.  Coming back to our
laboratory  source,  we  have  to  mention  that  here  a  special  source  has  been  used  that  has  two
additional  specialties. First,  the  source  use  a  monochromator,  and  second  the  light  spot  is
concentrated in a so-called micro-size spot. The latter is slightly misleading since the spot size is in

the 500mm size, not in a few mm range. In any case, this is already a big advantage, normal X-ray
tubes have spot sizes of several mm. The monochromator is used to filter out small side lines of the

photon energy (e.g., Al Kb light) that results in a better energy resolution (0.2eV instead of 1eV) of
the photon source.

As  seen  in  Figure  2,  kinetic  energies  of  approx.  20-200eV are  the  ones  with  very  high  surface
sensitivity. This means that surface sensitivity for valence band requires photon energies in the range of
low energy X-rays or ultraviolet light.  Such photon energies can be generated trough two common
ways, gas discharge lamps and again  synchrotrons.  In the gas discharge lamp an inert gas plasma is
created within a gas cell at a certain pressure. The plasma is usually generated from a discharge of
electrons emitted from a filament or cathode accelerated by a voltage of about 100 V. This leads to inner
shell electron losses and electron decay from higher energy levels leading to photon emission of light
according to the difference of the involved electron levels. One common chosen gas, and the one used in
this thesis, is helium. It has several photon energy emissions, the most intense one at 21.22eV125 with a

very low linewidth called He Ia or simply He I emission. There are less intense emissions, here I want to

mention only two, He Ib, at a photon energy of 23.1eV and He IIa with 40.8eV. In order to do not mix
emissions from the different photon energies, sometimes a monochromator is used to be able to separate
the photon energies. This is the case of the described experiments during this work. As in the case of X-
ray vacuum tubes, the maximum light intensity is limited by the construction of the lamp.
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In a synchrotron, light is generated through bending of a high energy (GeV) electron beam (or other
charged subatomic particles in special cases). This bending is done though either a simple bending
magnet or a undulator. The first just applies a constant magnetic field and generate a broad spectral
distribution  up  to  a  maximum energy  set  by  the  applied  field  and  the  electrons  energy.  In  a
undulator  (see  Figure  20),  the  magnetic  field  that  changes  the  electron  path  is  set  to  form a
sinusoidal trajectory in such a way that the emission of the extreme point of the trajectory interfere.
As an effect of this path, the spectral distribution is centered in a maximum that is selected by the
intensity of the field and that can be modified by changing the gap of the undulator. By tuning this
magnetic field intensity, the emission can be selected to maximize the intensity in the photon energy
needed  for  the  experiment.  Furthermore,  by  changing  the  phase  (either  mechanically  or
electronically in newer models) between the rows of magnets, the polarization of the generated light
can selected. More information can be found in 126,127.

Figure 20: Apple II high photon energy HU60 undulator. The undulator is built 
from rows of alternated magnetization direction of permanent magnets which 
create a periodic alternating magnetic field. This field is designed to give the 
electrons a sinusoidal trajectory which creates interference of the photons emitted 
by their trajectory bending. Reproduced from 128.

Independent of the insert used, in both undulator and bending magnet beamlines, an optical system
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is needed to deliver the light towards the sample. The first device after the undulator has to be a set
of heat resistant mirrors to absorb the raw power of the photon beam (hundreds of W) and focus the
beam into  the  entrance  slit  of  the  monochromator.  Due to  the  need of  dissipating  high  power
without deformation, this mirrors are usually refrigerated. After that, the monochromator is placed.
There are different types of monochromators, but in all cases the monochromatization is based on
diffraction of the light by a grating, with the specific  construction of the grating adapted to the
needs of the experiment. It is also possible that several gratings exist that can be exchanged in order
to  cover  a  higher  photon  energy  range.  The energy resolution  of  the  light  will  be  set  by  this
monochromator. It will depend on the grating linespacing as well as on the entrance and exit slits
gap. The reduction of the beam photon energy width (mostly due to a closure of the exit slit) will
also reduce the beam intensity, so a compromise between the energy resolution, signal to noise ratio
and  measurement  time  has  to  be  found.  Finally  after  the  monochromator,  additional  optical
elements/set of mirrors may exist to bring the light from the monochromator to the sample. These
mirrors will also have the function of focusing the beam, and will determine the spot size at the
sample position. A usual construction uses two bendable mirror that allow adjusting the beam size
in the horizontal and vertical direction independently.

Figure 21: Beamline optics of BOREAS Beamline of Alba synchrotron that was 
used for X-ray absorption and XMCD measurements. The optics are composed of 
a heat absorber set of mirrors (not seen in the figure) a variable spacing plane 
grating monochromator, and a second set of bendable mirrors in a Kirkpatrick-
Baez geometry to focus the X-ray beam on the sample. Reproduced from 129.

4.4 Scanning tunneling microscopy 
Scanning tunneling microscopy (STM) is a real space non-optical microscopy that was developed 
by Gerd Binnig and Heinrich Rohrer in 1981130. A complete overview of STM is beyond the scope 
of this chapter but the most critical points will be introduced here. Extended details about STM 
principles can be found in 131. In the following we will mainly focus on the working principle of 
STM. This technique is based basically on two particular concepts: the scanning probe microscopy 
(SPM), and the quantum tunneling process. The SPM is the base of many different microscopy 
techniques and relies on the movement of a probe over the surface of a sample in order to record a 
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certain property of the sample. The tunneling process consists in the fact that an electron crosses a 
thin energy barrier that is higher than the energy of the electron132. This process is forbidden in 
classical physics, but it is an effect that is allowed in quantum-mechanics. In this process, a current 
between two conductors that are not in direct contact is established. The probability of tunneling T 
of the electron is expressed in Eq. 18. It decays exponentially with the distance between the two 
conductors.

T=exp(−2⋅d
ℏ ⋅√2⋅me⋅(EBa−E)) (18)

Here, d is the distance of the barrier, me the mass of the electron, EBa the energy barrier and E the
electron energy.

With that in mind, a STM apparatus consists of an atomically sharp tip that is approached very close
(distance in the order of nm) to the surface of a sample in order to establish a tunneling current that
is used to image the sample surface. A schematic representation of the STM mechanism is given in
Figure 22. The STM tip is moved by piezoelectric motors in three directions, being able to scan in
the X and Y directions  (in  the plane of the surface),  but  also in  the Z direction,  which is  the
direction perpendicular to the sample surface.  

There are two common methods to scan the surface: a) keeping a constant height between tip and
sample surface and recording the current (constant height mode) or b) adapting (and recording) the
Z position (height)  of the tip while keeping a constant current  (constant current mode).  In the
present thesis, the second method has been used. In order to maintain a constant tunneling current
while scanning across a the sample surface, the STM tip height (distance between STM tip and
sample surface)  has to  be adjusted.  The feedback loop is  the mechanism that  corrects  the tiny
differences in the voltage output of the piezo-motor drive by comparing it with the demanded set-
point value. The feedback mechanism is crucial because it tries to adjust the tip-sample distance
during measurement by maintaining the tunneling current. In this configuration, the risk of hitting
the sample surface due to the presence of different features like steps, clusters, etc. is minimized by
the constant adjustment of the tip-sample distance.
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Figure 22:Basic working principle of STM. a) Scheme of the STM  tip fixed to a
piezoelectric  scanner,  the  investigated  sample  and  the  electric  circuit  applied
between both. b) diagram of the electron tunneling process established  by the
proximity of sample and STM tip, c) the associated electron wavefunctions.  d)
diagram of the scanning tunneling spectroscopy (STS) process consisting of a tip
with  a  smooth  local  density  of  states  (LDOS) to  determine  the  LDOS of  the
sample. Inspired by 47.

Until  here,  the  only  parameter  we  have  considered  in  the  tunneling  process  is  the  tip-sample
distance. As it is shown in  Eq. 18, by recording the tip position in a constant current mode, the
sample  topology  should  be  obtained.  Nevertheless,  another  consideration  has  to  be  made with
respect to the electronic structure of the sample. Following Bardeen quantum tunneling formalism133

and applying it to STM geometry, Tersoff and Hamann introduced an Eq. for the STM current 134:

I (V )∝∫
0

V

ρ T (E−V )⋅ρ S (E)⋅T (E ,V ,d ) (19)

With I being the tunnel current, ρ T the tip local density of states (LDOS), that is, the number of

electronic states at a determined energy position.  ρ S is the sample LDOS,  T the transmission

probability and V the applied voltage.

From Eq. 19 we can see that the intensity as function of the applied voltage is proportional to the
correlation  function  between  the  density  of  states  of  the  tip  and  sample.  This  has  several
consequences. To start with, the measured current depends completely on the tip density of states
(DOS), which in turn depends on the characteristics of the tip. Usually, the tip LDOS is unknown,
which produces severe limits of the modeling and interpretation of the technique. In most cases, it
can be partially solved by choosing a tip with a smooth (as constant and featureless as possible)
density  of  states.  This  can  be  archived  by  testing  the  tip  on  a  known  sample.  The  second
consequence of Eq. 19 is that the tunnel current will be proportional to the local density of states
(LDOS) of the sample at the applied voltage with respect to the Fermi level. This means, that the
STM measurements are influenced by the shape of the atomic or molecular orbitals. By changing
the  scanning  voltage,  different  features  corresponding  to  different  orbitals  (or  bands)  can  be
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visualized. Another consequence of Eq. 19 is that by scanning the voltage while fixing the position
of the tip, the local density of states of the area under the tip can be determined. This method is
called scanning tunneling spectroscopy (STS) and is specially interesting in the case of molecules.
This dependence on both the scanning voltage and tip characteristics can cause an apparent change
on the topography of the sample due to a change of the scanning voltage or a change of the tip. The
latter can spontaneously happen during the scanning, like the tip losing an atom or taking it from the
surface, or can be forced by application of a voltage pulse or indenting the tip on the sample to
improve the imaging.

4.5 Low energy electron diffraction

Low Energy Electron Diffraction (LEED) is a diffraction technique that is sensitive to the surface of
the sample. Similar to other diffraction techniques (X-rays, neutrons) the pattern formed by the
elastic scattering (here of low energy electrons) on a sample is used to obtain symmetries (rotational
and translational) of the studied sample.

As all diffraction techniques, it relies on the wavelength of the probe, that must be of the order of
the size of the structures to be studied.  Taking the de-Broglie relation135 and the energy of non-
relativistic particles, the wavelength of the electron follows Eq. 20. Here, distances vary from the
order of angstroms to nanometers, that means energies from tenths to hundreds of electron-volts.
Producing electrons  with  these energies  is  relatively  easy as  they can  be generated with  a  hot
filament that emits the electrons and an accelerating voltage to give them the energy, even though

optics are necessary to keep the beam focused and collimated. The de-Broglie wavelength l of the
electron as a function of the electron energy  EK is expressed by (h Planck’s constant,  me electron
mass):

λ= h

√(2me EK)
(20)

As mention before,  the chosen range of energy from this equation cause that electrons interact
strongly at the surface, with penetration of few Å, see Figure  16.  This makes the  technique very
surface sensitive, which means, that it allows us to study the surface of the sample, rather than the
bulk.

The  LEED  pattern  is  formed  by  the  interference  of  the  electrons  scattered  by  each  atom.
Determining the intensity of electrons as a function of the angle is a complex problem (requires a
complete theoretical study), but the determination of the angles at which we will have intensity is
quite simple, as it is only necessary to solve the interference. As usual in interference problems, it is
easier to solve the problem in reciprocal space.

In the reciprocal space, we will define the reciprocal lattice g⃗i of a real space 2D lattice as:

g⃗i=
2⋅π⋅(a⃗ j×n⃗)
|a⃗i×a⃗ j|

j=1 ,2 (21)
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With a⃗1 , a⃗2 the real space vectors defining the lattice, and n⃗ the unitary vector normal to the

lattice. The Laue conditions, which express the conditions required for diffraction to occur, in a two
dimensional system are given by:, 

(k⃗ i− k⃗ f )⋅g⃗i=2⋅π⋅m i=1 ,2 (22)

with  m being an integer  value.  Furthermore,  we consider  only elastic  scattering processes with
energy conservation. This means:

|k⃗ f|=|k⃗ i| (23)

The Laue condition and energy conservation leads to the Ewald sphere construction (Figure 23) and
results in diffraction rods that represent the lateral projection of the reciprocal lattice of the surface.

The initial momentum vector k⃗ i is drawn ending at the origin of the reciprocal lattice, thus, a

circle  of  radius |k⃗ i| will  contain  all  the  possible k⃗ f ,  according to  energy conservation.  The

intersection  between  the  circle  and  the  rods  results  in  the  k⃗ f vectors  that  fulfill  the  Laue

conditions and generate the diffraction pattern.

Figure 23: Ewald sphere geometric construction projected 
on the (0,2) direction.

The experimental setup for LEED measurements consists on two important components. The first
one is the electron gun that generates the electrons and focuses them onto the sample by an optical
system and the second one consists on several grids and a fluorescent screen (Fig. 24).
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The generation of electrons is made by a filament of a high melting point metal that is heated by
passing a current thought it.  This heating gives rise to some electrons with enough energy that
escape from the filament. The application of a voltage between the filament and a ring shaped
anode  accelerates the electrons to the chosen energy. Finally, electromagnetic lenses are used to
focus and collimate the electron beam onto the sample. The focus of the beam allows a reduction of
the beam spot on the sample. The collimation of the beam is important, else the diffraction peaks
will be broadened for the distribution of angles of the diffracted beam.

Figure  24:  LEED  instrument schematic  diagram. The
electron gun emits a collimated beam of electrons that is
scattered  by  the  sample.  The  scattered  electron  have  to
pass a set of grids that apply a high pass filter removing
the inelastic scattered electrons and accelerating them to
high voltage towards a fluorescent screen. The impacts of
the electrons with the screen can then be registered with a
camera from the backside viewport. Reproduced from 136.

The detection of the electron diffraction is made in a fluorescent screen detector, to which a high
voltage of 5kV-8kV is given to attract and accelerate the diffracted electrons. Just in front of the
screen a set of 3 or 4 metallic grids are located. To the inner grids a voltage is applied to reflect the
inelastic scattered electrons, which form a large part of the background of the diffracted pattern. The
first and last grids are grounded. They shield the sample and the screen from possible effects that
come from the inner grids.
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4.6 X-ray absorption spectroscopy
X-ray absorption spectroscopy is a versatile technique for the physico-chemical characterization of
a sample. As photoemission, it is a photon-in/electron-out spectroscopy routinely used for study of
bulk  materials  but  also  for  surfaces  and  interfaces.  First,  the  most  important  difference  from
photoemission is that XAS proves the empty electronic states, instead of the filled ones. Another
difference is that in this technique, instead of keeping a fixed photon energy and scanning in the
electron energy, in this case the total  generated current is measured as a function of a variable
photon energy.  The energy of  the  photon used  has  to  be  varied  in  the  range from hundred to
thousands eV, which makes XAS nowadays only possible at synchrotron facilities.

XAS is based on the determination of the absorption coefficient of the sample as a function of the
photon energy using X-rays as radiation light. An x-ray photon is absorbed, which produces that a
core electron is excited to an unoccupied valence band. The absorption coefficient of the material
smoothly  decreases with  increasing  photon  energy  when  the  photon  energy  does  not  match  a
defined core level excitation. However, when the photon  energy matches a core level excitation,
there is an abrupt increase in the accessible density of states, which creates a sharp enhancement of
the absorption  coefficient. Considering the photon energy, we find at the lower energies side  the
absorption threshold. There, we get a peak structure that reflects the transitions from core levels to
empty states. This range is  referred as Near Edge X-ray  Absorption Fine Structure (NEXAFS).
Increasing the energy range, we find transitions to the continuum of empty states of the material. In
this  range  of  energy  the  absorption  coefficient  is  determined  by  the  scattering  of  the  excited
electrons by the structure of the material. This last range is called Extended X-ray absorption fine
structure (EXAFS). The latter defines a quite common technique to obtain information about the
local environment of a certain atoms (distances, bonding) but will not be used in this thesis. We will
focus only on the NEXAFS or sometimes simply called X-ray absorption (XAS) process.

The probability W of transition of the electron from a core level to an empty state  (absorption cross
section) can be defined by the Fermi´s Golden rule124,137. In this case it describes the transitions from
an initial core state ⟨Φi⟩ to a final electronic state ⟨Φf ⟩ .

W= 2⋅π
ℏ ⋅⟨Φf|T|Φi⟩

2⋅δ (E f−Ei−hω ) (24)

δ (E f−Ei−hω ) indicates that the transition is only possible if the  incident photon matches the

energy between initial Ei and final Ef states (conservation of energy). The ⟨Φf|T|Φi⟩ term requires

further comment. This term is the incident photon operator connecting the initial and final states.
Due to its complexity, this operator is  usually treated in the multipolar  approximation. Following
the multipolar  development  of  the electric  field,  this  operator  can be separated into orthogonal
poles.  From them usually only the electric dipole is considered, even though several works have
shown that the magnetic dipole can also be of importance in nanoestructures138,139. In general, higher
order terms are omitted as the probability of their transitions is usually several orders of magnitude
lower (in  the  order  of  10-3 to  10-6 times the dipolar  probabilities).  With this  consideration,  the
allowed transitions will be the ones defined by the dipolar operator. The electric dipole selection
rules are the following:
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linear polarization : Δ j=0 ,±1 Δ l=±1 Δ s=0 Δml=0 Δms=0
circular left polarization : Δ j=0 ,±1 Δ l=±1 Δ s=0 Δml=−1 Δms=0
circular right polarization : Δ j=0 ,±1 Δ l=±1 Δ s=0 Δml=+1 Δms=0

One of the main implications of the selection rules is that a transition is allowed if the spin state of
the initial and final states are identical. Another consequence is that the absorption of light imposes
a change in the angular momentum of the exited electron. These two rules will be fundamental for
the understanding of the XAS and magnetic dichroism.

In analogy to XPS photoemission, core levels XAS is a fingerprint of the chemical composition of
the sample and the absorption peaks are element specific. In contrast to XPS, in XAS, instead of
scanning  in  the  energy  of  the  photoemitted  electrons,  the  scanning  is  done  by  measuring  the
absorption cross section as a function of the incident photon energy. To remember, it is worth noting
that  XAS  gives  information  about  the  unoccupied  electron  states.  This  contrasts  with  the
photoemission experiments, which gives information about the occupied electronic states.

In the present  thesis,  total  absorption yield detection was used.  In this  mode, the absorption is
determined by measuring  the  total  current  emitted  by  the  sample  due  to  illumination  with  the
monochromatic light beam. This current is dominated by emission of secondary electrons produced
by  internal  Auger  decay  of  the  excited  states  and  posterior  scattering  of  the  electrons.  This
secondary electrons have low energy (from meV to few eV) which have much larger penetration
length/mean free path (in the order of few nm, see Figure 16) than the primary electrons. Whit this
in mind, the obtained information corresponds to few nanometer from the sample surface. This also
means that XAS is not so surface-sensitive like the ARPES, XPS or LEED techniques, but still
quite sensitive to the surface.

4.6.1 X-ray magnetic circular dichroism

X-ray Magnetic Circular Dichroism (XMCD) is a special case of X-ray absorption spectroscopy.  It
consists  on  measuring  the  absorption  coefficient  difference  between  right  and  left  circularly
polarized light on a  core level  absorption edge in  a sample most  often combined with applied
magnetic fields. In order to do this, a sample is illuminated with a monochromatic X-ray beam that
is circularly polarized (right and left). For a selected photon energy, the dichroism is the difference
in the absorption cross section between circularly right and left  polarization.  XMCD keeps the
chemical  sensitivity due to the use of a core level  transition, which is specific of each chemical
species but adds information of the magnetic state.

If we return to the dipole selection rules introduced earlier,  we see that the spin of the excited
electrons does not change.  The circularly polarized light  transfers its angular momentum to the
electron. Right circularly polarized light (C+) increases the ml momentum value of the electron by
one, while left circularly polarized light (C-) reduces it by one. A second condition has now to be
considered. For NEXAFS, in order for an electron to be excited, it needs an unoccupied final state.
As was introduced in  section  3.2.1,  magnetic  samples  have an imbalance in  the LDOS of  the
unoccupied states. This also causes an imbalance in the transition into these unoccupied states and
hence  an  imbalance  in  the  absorption  coefficient.  As  a  result,  the  final  states  after  the  X-ray
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transition reveal a spin-polarization that is opposite to the magnetization of the material. This means
that  the  intensity  in  the  XMCD signal  is  proportional  to  the  magnetization.  Experimentally,  in
XMCD one measures  two (or  more)  XAS spectra  with left  and right  circularly polarized light
directly one after other. It is important to say that there are also instabilities in the beamline as well
as in the synchrotron light that requires that such measurement sequence (usually C+, C-, C-, C+)
has to be repeated several times for small signal asymmetries.

Figure  25 represents  graphically  the  electron  transition.  In  this  case,  the M4,5 edge  of  one  RE
material (here Gd) is shown since this material class is the main focus of this thesis. Note, that the
measurement  here  was carried  out  for  Gd in a  ferromagnetic  state.  The corresponding electric
dipole transition occurs from the 3d core level to the unoccupied 4f level. Fig.  25a)  shows the
model of the absorption of the M4,5 transition, indicating the main contributions to each final spin
state depending on the polarization of the material.  Due to the preservation of the spin, we can
completely separate the transitions in the excited electron spin. In Fig. 25b), the XMCD spectra of
Gd is shown, which presents a completely spin polarized 4f core level due to its half filling. As we
can see, when we magnetize the material in a direction, we reduce the number of holes it the 4f
level in the parallel direction, and we increase the number of holes in the anti-parallel direction.
Furthermore, we have to take into account the transition probabilities of C+ and C- light (defined in
the magnetic field direction). As a result, at the M5 absorption edge, the probability of transition will
be higher for the C- transition, and at the M4 transition the C+ spectrum is enhanced140,141.

Figure 25: Description of XMCD for RE M4,5 transition depicting the dominating
incident polarization for each final spin state. a) Scheme of the absorption process
separated by spin polarization and indicating the dominant polarization for each
transition. b) XMCD spectra of Gd M4,5 in GdAu2 indicating the integrated areas
of the peaks.

Due to the focus of this work towards RE based material (i.e., the rare-earth noble-metal alloys and
the TbPc2 single molecule magnet), deviations from the dipolar selection rules has to be considered.
This last problem usually is not of importance in the case of transition metals, but in the case of the
RE it has to be taken into account. In the RE atoms, the high magnetic moment together with the
strong  spin-orbit  coupling  allow  that  the  magnetic  dipolar  transition  reach  a  similar  order  of
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magnitude as the electric dipolar term or will be even enhanced by the anisotropy in the charge
distribution of involved core levels142,143. This last problem will breakdown the sum rule analysis
typically used to obtain the orbital and spin moments in the transition metals141,144.

The basic setup for XAS-XMCD measurement in Total Electron Yield (TY) detection is depicted in
Figure 26. It includes the energy-tunable polarized monochromatic beam, a metallic grid (here Au-
mesh), the sample for which temperature and angle respect to the beam can be controlled, a coil for
generation  of  variable  magnetic  fields,  and  electrometers  for  the  grid  and  the  sample  current
measurements. The mesh and the sample have to be electrical insulated in order for the charge to
pass  through  the  electrometers.  One  has  to  take  into  account  that  the  optical  elements  of  the
beamline  also  undergo similar  NEXAFS and EXAFS absorption  that  may cause  an  inconstant
number of photons. In order to remove such effects, the Total electron yield current of the sample
has to be normalized. For this purpose, usually a gold mesh behind the last mirror of the beamline is
used. For most of the here used transition range energies, Au presents a relatively flat XAS signal
and is therefore adequate for such normalization. The correct absorption signal is then the measured
TY current of the sample divided by the TY current of the mesh. The rotation of the sample allows
to carry out measurements in different sample orientations with respect to the beam and applied
magnetic field. During this thesis, the applied field direction was always parallel (or anti-parallel) to
the  beam.  Furthermore,  two  geometries  were  used.  One  is  the  so  called  out-of-plane  (OOP)
geometry. Here, the incidence of light and applied magnetic field is normal to the sample surface.
The other one is called in-plane (IP) geometry with the beam and applied field applied forming a
70º angle with the normal of the sample surface. In IP geometry it is not possible to rotate to 90º
because in such a case the beam would be parallel to the surface. Already the use of angles higher
than 70º makes the alignment of the sample difficult and unreliable, as the surface section becomes
too small to be well aligned and there is a certain risk to illuminate the sides of the sample as the
spot size in the sample increases a lot. 

Figure 26: Schematic drawing of the experimental setups used for
XAS and XMCD measurements with definition of the light 
incidence angle θ. Reproduced from140.

XMCD spectra are measured by recording the X-ray absorption intensity as a function of the photon
energy, which is scanned around the absorption edge of interest. These measurements are performed
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separately with both polarizations, C+ and C-, for a fixed applied magnetic field. As a result, we
obtain  absorption  spectra  measured  with  C-,  and  C+,  the  XAS  spectra  is  the  sum  of  both
polarization spectra (“C+” + “C-”), the XMCD spectra is the difference of the absorption spectra for
“C+” - “C-”. From the XAS, C+ and C- spectra the information of the chemical state and core level
filling  can  be  extracted.  The  XMCD spectra  carries  the  information  of  the  magnetization,  and
orbital and spin magnetic moments.

An additional type of measurement consists in taking the magnetization signal as a function of the
applied field. Such type of magnetization curved here we will call hysteresis loops. Hysteresis loops
are obtained by measuring the XMCD signal as a function of the applied magnetic field, which is
scanned in a loop from the maximum positive to negative field, e.g, from +6T to -6T, and then back
to the positive field. In order to do so, first the maximum of the XMCD signal has to be determined.
One light  polarization,  e.g.  C+,  is  chosen.  Then the  signal  at  the  energy corresponding to  this
maximum and at an energy position before the transition (for normalization) is taken. The field
value  is  changed  and  the  next  point  measured.  This  is  continuously  done  until  the  maximum
negative field is reached. Then the TY intensities for the same two photon energies are taken when
the field is slowly increased back to the starting field. Once there, the light polarization is changed
and the loop is repeated. This method can be as fast as the sweeping of the magnetic field allows.
The change of the applied field in the superconducting coils has to be slow, therefore a complete
magnetization curve takes long time (around 1 hour). The disadvantage of such slow measurements
is that conditions of the sample and in the beamline can change. Such measurements depend very
strongly on the stability of the synchrotron and the beamline. This causes that often magnetization
loops are quite noisy. Specially, in the case of rare-earth materials the measurements are difficult,
since the monochromator is  continuously changed between edge and pre-edge position and the
exact motor position is not so well defined. On sharp XMCD peaks as the ones for the RE, a small
deviation from the edge energy has tremendous effects. Additionally, at low field, the trajectory of
the electrons change drastically, causing a fast increase or decrease of the electron yield leading to
not reliable values close to zero field. In the usual method of measurement, the field is sweep at a
constant rate and the peak and pre-peak are measured alternatively. In such a case, the peak and pre-
peak are measured at slightly different times and fields. This makes that at low field, the signals
cannot be properly normalized and this method does not work. To solve this, one can measure the
low field range of the hysteresis  point-by-point  as complete  XMCD spectra.  Nevertheless,  this
approach requires very long measuring times that are often not available. But, by such a way a full
XMCD hysteresis loop can be obtained. Again, such a procedure requires very long measurement
time, therefore this method was only applied in a quite limited amount of experiments and only
when the continuous measurement method was not giving enough signal-to-noise ratio. Here, it was
applied for CuPc/REAu2 (section 7.1.3) and TbPc2/REAu2 (section 7.2.3).

One  important  point  in  the  properties  of  magnetic  materials  is  the  critical  temperature  of  the
magnetic transition, for ferromagnetic materials the Curie temperature  TC, for anti-ferromagnetic
materials the Néel temperature TN. For this purpose, one requires to measure the magnetic properties
as a function of temperature. A good option would be to measure the remanence as a function of
temperature. The remanence is the magnetic moment of the sample after removing an applied field.
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Nevertheless,  for  materials  with  a  very  small  remanence  as  the  2D films  measured  here,  this
procedure is uncertain. Another possibility is to measure the continuous hysteresis loops for several
temperatures. This is more reliable but requires time. Furthermore, there are technical limitations to
stabilize temperatures in the cryostat in a temperature range between 4 and 20K. In total, several
hours are required to measure such magnetization loops in a reliable way for extracting the critical
temperature. The analysis method for the extraction of such a critical temperature, the so-called
Arrot plot analysis101 is further described in section 3.2.5.
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5 Two-dimensional Au based surface alloys

5.1 Structural analysis
The structural investigations of the RE-Au surface compounds has been focused on 1ML REAu2,

although several ML thick films can be obtained16,46. For the bulk,  the phase diagram of Gd-Au
shows a complex solubility of the two metals by the existence of at least 6 known intermetallics. On
the surface, though, the number of known phases is smaller. Two stable phases have been achieved
for Gd, a monolayer and a trigon phase16,103.  As mention in section  3.1.3,  GdAu2 monolayer  is
formed after deposition of 1/3 of a ML of Gd on an Au(111) substrate being heated to 720K. In the
case of an insufficient evaporation time, the sample will present a mix of patches of continuous
REAu2 Moiré and trigons. The trigon phase is formed by small nuclei (cores) of the GdAu2 phase
separated  by  wavy  discommensuration  lines  that  incorporate  a  small  amount  of  Gd.  This
discommensuration lines cause a repulsion between the nodes, enforcing the cores to order in a
lattice with a periodicity of (90 ± 6)Å45. On even shorter evaporations, instead of formation of the
trigon phase, this cores will seat on the protrusions of the herringbone, causing its deformation. This
proves that the discommensuration lines seen in the trigon phase are nothing but the deformed
Au(111) herringbone. This limitation of the possible phases at the surface already tells us that the
structure of GdAu2 shows a particularly high stability due to a minimization of its surface energy.

To analyze the ordering of the samples,  two mathematical  transformations have been used:  the
Fourier Transform (FT) and the Self Correlation (SC).

The Fourier Transform is a fundamental mathematical transformation defined as:

FT (ω ,ϕ )=∬ f (x , y )⋅ei⋅2⋅π⋅(x⋅ω + y⋅ϕ )⋅dx⋅dy (25)

A simple way to understand this transformation is that it converts a function from real space into the
momentum space (reciprocal space). This transformation has several interests to us, first, a complex
periodic structure in real space will transform into a lattice of delta functions in reciprocal space,
which allows a relatively simple way to determine  symmetries and  periodicities of samples. The
second property of interest is that Laue conditions of  diffraction is easier to follow in reciprocal
space. This is the same as to say that for an image of a sample with atomic resolution (like the ones
obtained by STM), the diffraction pattern can be calculated by applying the Fourier transform to the
image135.

The self correlation function (SCF) is given by equation:

SC (x ' , y ' )=∬ f (x+x ' , y+ y ')⋅f (x , y )dx⋅dy (26)

The meaning of the SCF, in simple terms, is the correlation of a signal f with a displaced copy of
itself  as  a  function  of  the  displacement.  In  terms  of  structural  analysis,  this  means  that  this
transformation marks the lattice periodicity while removing the motive. This function is of special
interest in the case of the analysis of Moiré patterns (and other long distance periodicities) as the
outcome are more intensely marked compared to the FFT and the maximums give clear defined
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nodes of the lattice that are difficult to establish in the original images due to the large number of
atoms. Even more, this transformation keeps the result in real space, which allows to easily compare
the result  of  the analysis  back to  the  original  image to  contrast  and identify features.  Another
property of interest in this function is that in reciprocal space, it’s FFT becomes the square of the

original FFT, i.e., FFT (SCF )=FFT 2 .

Additionally we will introduce the matrix notation for the reconstructions that we will use during
this thesis. The reconstruction will be given by the matrix M that fulfills:

b⃗=M⋅⃗a

(b0

b1
)=(m0,0 m0,1

m1,0 m1,1
)⋅(a0

a1
) (27)

This means, this matrix  establishes the relation between the original lattice with basic vector a⃗

and the reconstruction with b⃗ .  The way to obtain this matrix then, is finding how to write the
reconstruction  lattice  in  terms  of  the  original  lattice,  which usually can  be  done  simply  by
overlapping both lattices,  finding nodes,  write  them in terms of  the  lattice  vectors,  and finally
reducing the matrix to the simplest form.

5.1.1 Trivalent REAu2 surface compounds

The LEED patterns of all the trivalent REAu2 alloys of this thesis grown on Au(111) are shown in
Figure 27. As mentioned earlier, the (√3×√3)R 30 º and the Moiré reconstruction appears. In the
LEED pattern of DyAu2, Figure 27b), the surface lattice of the “Au(111) surface” in the reciprocal
lattice is drawn in red, the surface unit cell of the  (√3×√3)R 30 º reconstruction in blue. The

diffraction spots  of  the (√3×√3)R 30 º are surrounded by satellite  diffraction  spots  (drawn in

yellow) corresponding to a short periodicity lattice in reciprocal space, meaning larger distances in
real space. They correspond to the diffraction caused by the Moiré reconstruction.
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Figure 27: a) Model of a REAu2 surface alloy structure without consideration of
the  Moiré  lattice.  b),  c),  d)  LEED  Pattern of  DyAu2,  SmAu2 and HoAu2.  The
Au(111) surface lattice vectors are marked on red, the (√3×√3)R 30° lattice in
blue, and the Moiré lattice in orange. The electron energy was set to  60eV for
DyAu2 and SmAu2 and 53eV for HoAu2. 

In  the  model  of  Figure  28,  the  formation  of  the  LEED  pattern  will  be  explained.  The
(13×13)R 0 º Moiré superstructure in real space is formed by superposition of two hexagonal

lattices with appropriate different lattice parameters. The first of this lattice represents the Au(111)
lattice (in grey) and the second is a  (13 /12)(√3×√3)R 30 º reconstruction with respect to the

substrate and represents the alloy lattice (in blue). From now on, for simplicity, we will refer to all
the alloy lattice as a (√3×√3)R 30 º , even though is not strictly correct.  As can be seen, both
lattices coincide in the points marked in purple, corresponding to a (13×13)R 0 º lattice, which

corresponds to the Moiré. Once this real space structure is  understood, we can apply the  Fourier
transform to get the structure in the reciprocal space, or as was explained before, obtain the LEED
pattern. First, in the reciprocal space (seen in the diffraction pattern) one can  appreciate a lattice
factor of √3 and a rotation of the lattice by 30º, called a (√3×√3)R 30 º superstructure. Finally,
the Moiré superstructure is  observed by a small  periodicity  lattice (in purple) in the reciprocal
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space. 

Figure 28: Formation of the Moiré pattern due to superimposition of two lattices
with lattice mismatch in real space (Left panel, lattice one: grey atoms; lattice
two: blue atoms; Moiré: purple and the corresponding reciprocal space lattice
(right panel).

After explaining in detail the model, we can compare the LEED pattern with the model. The main
difference between the experiment (Figure 27) and the model (Figure 28) is the amount of visible
orders of diffraction of the Moiré. In the experiment only up to the second diffraction order can be
seen  around the  alloy  spots.  This  difference  is  caused  by  two  reasons,  (i)  electron  scattering
probability  and  (ii)  defects.  Electron  scattering  factor  is  the  probability  of  the  electron  to  be
scattered  at  a  given  relation  of  incidence and  emission  angles.  It  is  determined  by  charge
distribution  of  the  sample.  In  the  low  energy  regime  used  for  LEED,  it  is  sensitive  to  small
variations, which makes it fundamentally difficult to calculate, as the electronic structure has to be
known with high precision. Apart from the dependence on the electronic structure it also shows a
strong dependence with the beam energy, and as a result, a change of the electron energy will not
only change the scaling of the reciprocal lattice but also the spot intensity.  On the other hand side,
defects (vacancies, dislocations, size limit of domains, etc.) cause a deviation from perfect order of
the lattice giving rise to locally incorrect scattering phase and intensity. As defects we also include

jumps in the local superstructure,  i.e., a local (10´10) side by side to a (11´11) structure. Such a
scenario results in a local order but not in a long range order. This refers to the amount of defects
and  also  to  different  domains  of  the  Moiré  lattice  of  the  sample.  Therefore,  the  quality  and
sharpness of the Moiré seen in the LEED pattern is  a good indication about the quality of the
prepared sample.   With the adequate electron energy the Au(111) periodicity can be seen over-
imposed to one of the Moiré spots (marked in green in Figure 27b)).

LEED gives a quite good idea about the periodic order in the surface, but to obtain the atoms (or
molecules) position,  as well as other fine details,  often scanning tunneling microscopy is better
suited.  Figures  29a)  and  b)  display  STM  measurements  performed  on  HoAu2.  From  these
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measurements it is possible to extract the different periodicities observed in the HoAu2 layer. There
is one large distance of several nm (tenths of atoms) and one short distance, close to atom size. The
short periodicity is formed by an ordered array of small holes. This periodicity can be measured
directly in the reciprocal space after executing the FFT of the STM image (Figure 29c)). It presents
a rhomboid cell with two unit vectors of 5,4Å and an angle of 120º between the vectors. This value
corresponds within experimental error to a (13 /12)(√3×√3)R 30 º reconstruction on Au. Such a
superstructure compares well with the structure obtained by LEED and previous works on REAu2

2–

5. Based on that, we can assign that the holes correspond to the position of the Ho atoms. As shown
in reference  17 this  “texture” is not  arising from the topography of the sample but from the used
tunneling conditions, especially the tip shape, tunneling current and bias voltage (see section 4.4).
Another tunneling current or bias may change the appearance and the Au atoms would be imaged.
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Figure  29:  a)  STM  images  of  the  HoAu2 surface  alloy  revealing  the  Moiré
undulation and the Ho atoms as black holes (image size 50´50 nm2,  tip voltage
0.85 V, target current 0.3nA.) b)  Amplification of the area marked in blue in a),
(size 20´20 nm2, tip voltage 0.85 V, target current 0.3nA.). c) Fourier transform of
a) showing the Au(111) surface periodicity in red, the alloy periodicity in green,
and the Moiré marked in orange. d) Self correlation of a),  the Moiré lattice is
marked in orange and can be compared to the STM images in a) and b).

On the long, few nm range one observes a Moiré lattice in the form of a second periodic cell.  In
order to easily measure this cell, the self correlation function (SCF, Eq. 26) has been used. As was
previously explained,  that  operation  marks  periodicity  in  such  a  way  that  the  lattice  can be
measured by regression of the maxima (Figure 29d)). That lattice is marked in orange, and shows
good correspondence to the original STM image. From that calculation, a lattice of constant of
(3.90±0.05)nm is obtained.

Trivalent RE atoms can be classified depending on their 4f orbital filling. On one hand side are the
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RE atoms with the 4f half filled or with more than seven 4f electrons. This list includes Gd, Tb, Dy,
Ho, and Er that we describe as heavy REs and on the other hand those with less than half filled 4f
shell,  like  for  example  La,  Ce,  or  Sm.  The  latter  RE are  considered  as  light  RE atoms.  The
classification in the two groups is directly related to the RE atom radii. For the light RE atoms the
radius  is  slightly  larger  than in  the heavy RE ones due to  the lanthanide  contaction145. All  the
previously reported trivalent heavy REAu2 (TbAu2, ErAu2

146 and DyAu19), as well as HoAu2 studied
here  show  Moiré  lattices  that  can  be  described  by (13×13)R 0 º .  Such  a  structure can  be
extracted from atomic resolution images similarly the one in Figure 29b) for the case of HoAu2. For
this purpose one compares the lattices of the Moiré undulation and the RE periodicity. In the HoAu2

case, the repetition in the Moiré occurs each 13 atoms of the Au substrate, confirming that the
Moiré is commensurate.  For the tri-valent light REAu2 surface compounds, the Moiré lattice can be
locally described as (12.4×12.4)R 4.7 º . Figure 30a) shows a STM image of SmAu2. In general,

the STM measurements performed on REAu2 surfaces with light RE atoms (La, Ce) show a local
rotation of 4.7°46. This small rotation with respect to the substrate is randomly distributed forming
domains of few unit cells of the Moiré.  This small variations of the Moiré periodicity with respect
to the commensurate structures of the heavy RE-Au2 surface alloys is not visible by LEED due to
reduced size of  the different  domains  in  the Moiré,  which do not contain enough unit  cells  to
produce differentiated diffraction spots in LEED. Therefore in LEED the total average rotation is
zero. 

A writing  of  the  reconstruction  in  matrix  form allows  for  more  clarity.  Table  3 discloses  the
reconstruction matrix detected for each of the studied REAu2 surfaces by our group and others.  It is
noticed that for all  the trivalent RE, the Moiré is commensurate as all  the matrix elements are
integers. This point also probes that the observed rotation in the surface compounds with light RE
atoms is not a random misalignment, but a precise value required for the adjustment of the REAu2

overlayer  to  the  Au(111)  surface.  This  factor  changes  the  type  of  reconstruction  from
(13×13)R 0 º in the case of heavy RE to (12.4×12.4)R 4.7 º for the light ones. The latter is a

consequence of the slightly larger RE atoms of the light RE.
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Figure 30: a) Large scale area STM image of SmAu2 showing the high quality of
the growth (image size 50´50nm2, tip voltage -1.5V, tunnel current 0.3nA), b) STM
image of SmAu2 alloy showing Moiré undulation and the Sm atoms as black holes
(image  size  30´25nm2,  tip  voltage  -1.5V,  tunnel  current  0.3nA).   c)  Fourier
transformation of a). d) Self Correlation of a). In the images the alloy periodicity
is drawn in blue, and the Moiré lattice in orange. 

5.1.2 Divalent REAu2 surface compounds

In the case of the divalent RE atoms, their structure description has to be addressed apart, as their
structure is different from the trivalent cases. The main reason is that the atomic radii expands about
a 30% in the case of the divalent atoms with respect to the trivalent ones147. This huge expansion
means that the previous mentioned Moiré reconstructions observed in REAu2 surfaces formed with
trivalent RE atoms cannot fit the larger atoms of the divalent RE atoms. In this work, the two
divalent RE atoms were studied: Yb and Eu.

Similar to the case of the trivalent RE, in the divalent RE atoms there are also two groups, the light
and heavy RE cases. Although the groups have only one member here, being Eu the light RE and
Yb the heavy RE. The Yb size is relatively small and would allow the formation of a periodic alloy
without defects.  In the long range (Figure  31a)), the surface shows a similar Moiré pattern to the
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ones  of  the  trivalent  REAu2 alloys.  It  can  also  be  seen  that  the  LEED  pattern  is  formed  by
the (√3 x√3)R 30 º alloy and a (13×13)R 0 ° Moiré superlattice.  A more detailed inspection,
however, shows that the Moiré lattice does not match the alloy, as equivalent positions in the Moiré
would have been occupied alternatively by a RE and a gold atom (following a Au-Au-RE periodic
sequence, see Fig 31e)). Nevertheless, as stated before, only one species is imaged with a certain
voltage or current. This means that the Moiré is commensurate to the Au(111) but not to the YbAu2

lattice. Finally,  the  superlattice  is  best  described  by  a (13×12)R 4.7° reconstruction.   The

reconstruction matrix with respect to the alloy is more complicated than before but has rational
numbers (in molecular surface science such coincidence lattice are characterized as Coincidence
II148).  This  means  that  the  lattice  coincidence  with  the  Au(111)  substrate  site  does  not  have
preference between the Yb or the Au atoms of the alloy. 
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For EuAu2, the lattice distortion is too high to relax by the formation of just a  “simple”  Moiré
lattice.  In  this  case,  we  see  a  nearly  flat  surface  that  is  relaxed  by  the  formation  of  atomic
“vacancies” of different nature that induce the topographic depressions observed in the surface (see
Figure  32a)). The  depressions are formed by an average of 7 atoms, but the exact number varies
from 3 to 10 vacancies. Additionally, the shape of the  depressions is also variable. Moreover, an
analysis of the depth (Figure 32b)) of the “vacancies”  indicates that only a limited set of values is
possible (40, 60, 90 and 110pm). These numbers do not match an atomic layer thickness (236pm in
Au149) implying that the “vacancies” cannot be formed by a missing atom in the surface. Rather than
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Figure 31: STM images of YbAu2 a) Large scale image showing the Moiré order
on  long  distance  (image  size:  150´143nm2,  tip  voltage  -1.2V,  tunnel  current
1.4nA). b) LEED pattern of YbAu2 revealing the Au(111) lattice (in red), the alloy
lattice  (in  blue)  and the  Moiré  reconstruction  (in  orange),  c)  atomic  resolved
image  of  the  alloy  showing  periodic depressions and  the  RE  atoms  as  white
points. This change of the the texture could be related to the  higher number of
available electronic states due to divalent character or due to a change of the tip
(see section 4.4). The alloy lattice is marked in red (image size: 23.9´7.7nm2, tip
voltage -1.2V, tunnel current 1.4nA). d) Self correlation of b), the Moiré lattice is
marked in blue. e) zoom of c) (7´7nm2, tip voltage -1.2V, tunnel current 1.4nA)
indicating the Moiré lattice and the switching of the  element in the equivalent
positions of the Moiré.
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a surface vacant, it can be supposed that the relaxation of the surface tension is released by the
formation of a vacant in a subsurface layer and a bending of the surface layer to accommodate to
that vacant. Additionally, there are single “vacancies” randomly distributed in the surface. Finally,
as can be seen in the SCF (Figure 32c)) that the depressions (not the vacancies) are distributed in an
ordered pattern, producing the Moiré-like spots in LEED (Figure 32d)), similar to the ones of the
trivalent alloys of the previous section (5.1.1). From the analysis of the STM image following the
atom  and  depression lattice  (in  the  SCF  image)  we  can  extract  a  surface  reconstruction  of
(11.5×11.5)R 4.3° which, as can be seen in  the matrix  form in Table  3,  has integers  in the

transformation  matrix  with  the  alloy,  showing  again  that  it  is  commensurate to  the  Au(111)
substrate.

Figure 32: a) STM image of EuAu2 alloy showing periodic depressions and the RE
atoms  as  white  protrusions  (image  size  28.5´22nm2 tip  voltage  -1.5V,  tunnel
current  0.3nA).  b)  Depth  profiles  taken at  the  marked positions  in  a).  c)  Self
correlation of a), the Moiré periodicity is drawn in orange. d) LEED pattern of
EuAu2 showing the alloy spots and the faint Moiré periodicity .

5.1.3 Summary of the known REAu2 surface compound structures

The structures of the SmAu2, EuAu2, DyAu2, HoAu2 and YbAu2 have been studied in this thesis.
Additionally, LaAu2

46, CeAu2
46, GdAu2

16, DyAu2
19, TbAu2

146 and ErAu2
146 surface compounds have

been reported in the literature. A summary of the REAu2 alloys structure can now be compiled and
is presented in Table 3. From the results we can draw several conclusions. First, in all cases, the ML
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shows an alloy lattice described (approximately) as (√3×√3)R 30° . Second, the strain created

by the larger atom diameter of RE with respect to Au is relaxed by the formation of a Moiré lattice,
except in the EuAu2 case. In the latter, the Eu atom diameter is too large due to its divalent character
and the structure cannot be relaxed by the formation of the Moiré. In the case of Yb, even if the
atom diameter is larger due to divalent character, it is still small enough to be compensated by a
Moiré. Third, in the case of trivalent RE, there are two possible Moire reconstructions, for less than
half filled 4f shell (light) RE atoms a (12.4×12.4)R 4.7° structure and for heavy RE we observe

a (13×13)R 0 ° superlattice.

Table 3 Structure of the REAu2 alloys

REAu2 Valence Type of 
Superlattice

Alloy Lattice Moiré (referred to 
Alloy) (local)

Moiré (referred to
Au) (local)

LaAu2
46 +3 Moiré (12 /11)(√3×√3)R 30 º

( 7 −3
−3 4 ) (12 1

1 11)CeAu2
46 +3 Moiré (12 /11)(√3×√3)R 30 º

SmAu2 +3 Moiré (12 /11)(√3×√3)R 30 º

EuAu2 +2 Vacancies 
lattice

(12 /11)(√3×√3)R 30 º ( 23 /3 10 /3
−10 /3 13 /3) (11 −1

1 12 )
GdAu2 +3 Moiré (13 /12)(√3×√3)R 30 º

( 8 4
−4 4) (13 0

0 13)
TbAu2

146 +3 Moiré (13 /12)(√3×√3)R 30 º

DyAu2 +3 Moiré (13 /12)(√3×√3)R 30 º

HoAu2 +3 Moiré (13 /12)(√3×√3)R 30 º

ErAu2
146 +3 Moiré (13 /12)(√3×√3)R 30 º

YbAu2 +2 Moiré 
Coincidence
-II with the 
alloy

(13 /12)(√3×√3)R 30 º

( 25/3 14 /3
−14 /3 11/3) (13 1

−1 12)

5.2 Electronic structure of REAu2 surface alloys
The  electronic  structure  of  REAu2 monolayers  (RE=Ho,  Sm,  Yb,  Eu)  has  been  studied  by
Photoemission  spectroscopy  (PES).  On  one  hand  side,  the  inner  shell  electrons  were  mainly
investigated by X-ray photoemission spectroscopy, on the other hand side, the valence band was
mostly  probed  with  ultraviolet  light,  specially  in  the  form  of  angle-resolved  photoemission
spectroscopy  (ARPES).  Figure  33 shows  as  an  example  a  XPS overview spectrum of  SmAu2

revealing the composition of the sample.  The x-axis is the energy scale in binding energy (EB)
referred  to  the  Fermi  level  (EF),  i.e.  EF =  0eV.  This  XPS  spectrum  was  measured  using
monochromatized Al Kα light at hν = 1486.7eV in our home laboratory. With this photon energy,
the accessible range of energy starts approx. at EB = 1400eV and goes beyond EF. In the energy

73



range above 1400eV the electron emission is dominated by secondary electrons due to inelastic
processes that  reaches very high levels and can damage the detector.  Therefore binding energy
ranges close to the excitation energy should be excluded. Au substrate emissions corresponding to
the 4s, 4p, 4d, 4f, 5p core levels, and the Au MNN Auger emission can be clearly identified. In such
a survey or overview spectrum, the experimental setting is tuned to high throughput and therefore
poor resolution. As a consequence, the measurements are not capable of resolving bulk and surface
components. Apart from the Au, Sm emissions corresponding to the 3d and 4d, and the Sm MNN
Auger emission can be observed. Their intensity is much smaller compared to the emissions of Au.
Additionally, Sm 4f and Au 5d emissions appear in the valence band region close to EF, but both are
mixed and cannot be identified separately. The cross section of Sm 3d, 4s, 4p, 5s and 5p is too small
to produce a discernible peak with the selected photon energy. Deeper lying core levels are not
accessible with the selected photon energy.

Figure 33: XPS overview photoemission spectra of SmAu2 sample excited by Al Kα

X-ray source. Emission lines of Au are marked in yellow, emission lines of Sm are
marked in purple.  The Au 5d and Sm 4f are superposed and marked in green.
Peaks were assigned according to ref.150–152. The indicated spectrum is cut from the
complete survey (inset) to better differentiate the small Au and Sm levels.

Depending on the rare-earth metal and its environment, the valence of the RE metal can be divalent
(2+), trivalent (3+) or tetravalent (4+). The 4+ valence may occur only for Ce atoms that will not be
discussed here. Most of RE metals are usually found in the 3+ situation. Only for Sm, Eu, and Yb
divalent or mixed-valent (2+, 3+) configurations are observed. The valence state of the RE is a
relevant factor that define many of the properties of these compounds. With respect to the here
investigated photoemission spectra, the valency affects possible hybridization effects between the
RE 4f core level and the valence band structure of the compounds. In the photoemission spectrum
we will see that the trivalent REs don’t show hybridization of the slightly deeper laying 4f shell and
the valence bands near EF. In the latter case, the valence band is dominated by s,d bands. In the case
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of the divalent compounds, however, the valence band structure revels hybridization with the 4f
band, producing hybrid s,d,f bands.

5.2.1 Trivalent valence state in REAu2

In this section, it will be shown that GdAu2 and HoAu2 are surface compounds where the rare-earth
atom are completely trivalent while SmAu2 is almost completely trivalent. We will discuss the effect
of the valency to the RE atoms on band structure, 4f orbitals and finally on the electronic and
magnetic properties.

5.2.1.1 Core level emissions

The valence state of the RE atom for each REAu2 compound can be extracted from the analysis of
its  core  level  emissions.  Here,  the  3d,  4f,  and 5p core  levels  were  investigated  for  the  above
mentioned REAu2 surface compounds. Figure 34 shows the photoemission spectra of the 4f and 5p
core level regions for SmAu2, GdAu2 and HoAu2 MLs. The spectra were measured at Cassiopée
(Sm) and VUV-Photoemission (Gd, Ho) beamlines of Soleil and Elettra synchrotrons in Paris and
Trieste, respectively. In order to separate the 4f core level emission from other electronic states in
the valence band region of the surface compound and the Au substrate emission (mainly 5d), spectra
were  acquired  at  photon  energies  corresponding  to  on-  and  off-resonant  photoemission  of  the
corresponding RE material122.

In Figure  34a) the process of the resonant photoemission is  briefly pictured.  As was shown in
section  4.3.1,  this  process  is  the  result  of  the  interference  of  two  contributions,  a  direct
photoemission and a Coherent Auger photoemission process. In the first process, the photon directly
excites an electron from the 4f shell into the vacuum with a kinetic energy corresponding to the
energy of the photon minus the binding energy and its work function. The second process (Coherent
Auger emission) consists of a sequence of two steps. First, an electron of the 4d shell is promoted
into an empty state of the 4f shell. This process can be measured and is called X-ray absorption
spectroscopy (XAS, see section 4.6). In the inset of Figure 34b) one observes the X-ray absorption
spectra at the mentioned edge for Sm in the SmAu2 monolayer case. There is a strong jump in the
spectrum at hν = 140eV for the 4 d→4 f X-ray absorption edge corresponding to trivalent Sm.
Additionally,  in  this  XAS spectrum we can  observe  that  there  is  a  small  pre-peak  at  136  eV
corresponding to the very same 4 d→4 f transition of divalent Sm. In a second step, the hole can
be filled with an electron that decays back to the original state transferring its energy to another
electron of the 4f shell that leaves the atom at the same energy as the directly excited photoelectron
(Super-Coster-Kronig process118). 

This situation is shown in Figure  34b) for the SmAu2 case. For photon energies below the XAS
threshold no 4d hole is generated, and as consequence no Auger process can occur.  We have a
normal photoemission spectrum (red) with strong emission of the Au 5d electrons and some weaker
contributions from the rare-earth 6s, 5d and 4f electrons.  If  we now tune the photon energy to

resonant photoemission with hn = 141eV we observe a strong enhancement at approx. 6, 8, and
10eV binding energy while the Au 5d emission drops. For comparison, the calculated trivalent Sm
multiplet structure in the intermediate coupling regime153 is included on the bottom part of Figure
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34b) as a solid black curve. The binding energy of the calculated spectrum has been shifted to fit the
experimental values. We observe a quite good coincidence to the experiment confirming that the
new emissions  at  the  higher  binding energy side correspond to trivalent  Sm. Additionally,  one
observes a small enhancement of spectral features close to the Fermi level. One can better observe
them by a multiplication of the spectra as shown on the right of the figure. There is a double peak
(with some fine structure) at 0.3 and 1.1 eV binding energy. These emissions are strongest at the

resonant photoemission energy hn = 136eV corresponding to the divalent Sm emission, while the
new features at the high binding energy side are strongest for a photon energy corresponding to the
3+ resonance. Further comparison to literature results confirms the assignation of the double peak
structure near EF to divalent Sm emissions154. Therefore, we treat here a mixed-valent situation very
close to Sm3+ where a small part of Sm atoms are in a divalent state. An exact relation of di- versus
trivalent contribution is difficult to determine from resonant PE. Below we will see that such a
number can be estimated from normal photoemission at the 3d core level.

In the cases of the RE 5p levels that were measured for GdAu2 and HoAu2,  there is no direct
resonant photoemission process due to the fact that the corresponding 5p emissions are far away
from the Fermi level, see Figure 34c) and e), respectively. For these measurements, a photon energy

of 136eV was used for Gd, hn = 170eV was used for Ho. As can be observed, in the case of the RE
5p peaks, these emissions also exhibit multiplets and result from final state photoemission effects155.
In the latter cases, after photo-excitation of a 5p electron, the hole left behind interacts with the
electrons  in  unfilled  subshells  resulting  in  different  final  states  that  lead  to  the  observed  5p
multiplet. In the GdAu2 ML, Gd 4f and 5p levels are similar to the calculated and experimentally
observed multiplet  structures  of  trivalent  Gd metal156,157.  The  effect  of  alloying with  Au in  the
surface compound can be directly assessed by comparison to the surface core level lines in the
corresponding pure RE metal crystals (i.e. Gd and Ho), where RE atoms at the surface have the
same atomic coordination (ninefold).  The trivalent Gd 4f and 5p lines of GdAu2 are shifted to
higher binding energies by 0.6eV and 0.7eV, respectively, with respect to the corresponding surface
core levels in pure Gd158. For HoAu2 the situation is very similar. In fact, the Ho 4f multiplet reveals
a trivalent character and it is shifted to a higher binding energy by 0.4eV with respect to the surface
component in metallic Ho159. The mentioned shifts can be understood as the more electronegative
Au slightly  reduces  the  charge,  reducing electron-electron  repulsion  in  the  RE and lowers  the
energy of the levels.
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Figure 34: Resonant Photoemission at SmAu2, GdAu2 and HoAu2: a) schematic 
description of the resonant photoemission process. b),d),f) On- and off-resonant 
photoemission of Sm, Gd and Ho 4f electrons of the valence band energy region, 
respectively. The black spectra are taken from reference 153 and denote calculations
of the excited electrons. The inset in b) is the x-ray absorption spectra at the here 
studied 4 d→4 f  absorption edge. c), e) photoemission of Gd and Ho 5p core 
level regions, respectively.
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Further insight in the valence state of Sm atom in the SmAu2 alloy has been determined from core
level photoemission of the 3d core level as can be seen in Figure  35. The spectra were obtained
from laboratory based measurements with a monochromatic Al Kα x-ray source.   The 3d level
reveals a spin orbit doublet with smaller satellite peaks. The main transition would show a multiplet
structure as the 5p. However, due to the single hole of the excited states of this shell being too deep
in the atom to interact with the empty valence states the multiplet here have much lower energy
separation.  The  small  satellite  peaks  are  shakeup  features  associated  to  excitation  of  valence
electrons  into  the  empty  4f  shell160.  The Sm 3d  emissions  of  SmAu2 are  similar  to  the  bulk
contribution of Sm metal161 that is indicated by solid black lines in Figure 35. Nevertheless, similar
to  the  Sm 4f  multiplet  emission,  also  in  the  3d  levels  we observe  hints  for  a  small  di-valent
contributions. As was reported in ref.154, the undercoordination of the surface atoms may result in a
divalent state. In the alloy, surface Sm atoms are surrounded by Au atoms that draw charge from the
Sm atom.  As observed here, the resulting balance leave Sm in SmAu2 in a nearly trivalent state.
From our laboratory data we can integrate both, the tri- and a divalent contributions and from such
an analysis the amount of divalent Sm is calculated to be approx. 2.5%. The energetic positions of
divalent Sm emission are marked by blue dashed lines in Figure 35. This small divalent part may be
associated to not completely alloyed samarium or not fully coordinated Sm due to defects in the
growth of the SmAu2 layer.  Nevertheless,  it  is  also possible  that  the surface is  a mixed-valent
compound since some divalent contribution is found in all independent preparations. The measured
tri- to di-valent peak shift is ΔE3+,2+= 8.7eV.
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Figure 35: Photoemission spectra of the 3d core level of Sm. Emissions for the 
3d3/2 and 3d5/2 can be seen. Peak positions from trivalent y divalent Sm are marked 
by solid black and colored (3+) as well as dashed blue lines (2+), respectively. 
Reference positions were taken from ref.154.

5.2.1.2 Valence band emissions/electronic band structure

The electronic band structure of GdAu2, HoAu2 and SmAu2 MLs on Au(111) was measured by
ARPES. The band structures measured on these surface compounds are shown in Figure 36.  Band
structure of GdAu2 was already reported in ref.16,17,51.  From a simple look at Figure 36 one observes
that the three surface compounds present a very similar band dispersion in the valence band region.
This proves that the previously mentioned 3+ valence imposes the same (6s5d)3 orbital contribution
of the RE atoms. There are two-dimensional (2D) electronic bands visible arising from the REAu2

surfaces. The 2D confined bands have been labeled as A, B, C and C′ (see Figure 36) in the same
way as in earlier publications, namely the GdAu2 band structure16. The A band has an electron like
behavior  and appears  in  the  limit  of  the  bulk  Au(111)  gap,  causing  it  to  be  surface  confined.
According to theory17, the A band is formed of hybrid RE and Au bands and has similar position and
dispersion as the Au(111) Shockley state but shifted towards higher binding energy. The B band has
a hole-like behavior. It is a hybrid state with main contribution of 5d character from the Au surface
atoms. The C band shows a nearly linear dispersion. It is best seen at the second surface Brillouin
zone  and  crosses  the  Fermi  level  at  the Γ̄ ' point.  This  band  is  formed  from  Au  s,p  band
hybridized with the 4d bands of the RE forming a new 2D confined band. The C’ band is formed
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from umklapp processes of the Au s,p band caused by the (√3×√3)R 30° superstructure162. The

rare-earth  4f  core  levels  are  not  detected  here  due  to  the  limited  energy  range  used  for  the
measurement of the band structure. As it was explained in the preceding section, these 4f core levels
in the trivalent surface compounds are deeper in energy, and therefore are not seen in Figure  36.
With the limited energy range of the here presented measurements we also avoid the high intensity
of the Au 5d emission that would mask the low intense compound bands in that energy range.
Moreover, the investigated range of energy is relevant for the magnetic properties and the electron
transport near the Fermi level.

Further analysis of the band structure was done thanks to DFT simulations carried out by Dr. M.
Blanco-Rey from the University of the Basque Country50. Figure 37a) shows the orbital characters
and spin polarities in the absence of spin-orbit coupling (SOC) for a freestanding GdAu 2. This is
unrealistic in the sense of the experiment, but is the first access point to understand the electronic
properties of the system.  The α and α′ features are crossings between d xy and d x2−y2 (m = ±2)

with  the  same spin  polarization.  The β  feature corresponds  to  the  crossing  between  d xy and
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Figure:  36 ARPES 2D maps of the different trivalent REAu2 surface alloys. a)
schematic  representation  the  surface  Brillouin  zone  and  the  measurement
direction. b)-d) GdAu2 , HoAu2 and SmAu2 ARPES intensity map, respectively. The
dotted color lines in the GdAu2 panel mark the different bands. Maps are taken
along the  ΓMΓ ' direction of the surface Brillouin zone with HeIα light (hn =
21.22 eV).
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d x2−y2  bands with opposite spin polarization. In momentum (k)-space,  according to ref.52 the  β

band crossing (in 3D) is a ring shaped Weyl nodal line. Figure 37b) shows the same band structure,
now  including  SOC  calculated  with  IP  (label  X)  and  OOP  (label  Z)  spin  polarization  for
freestanding GdAu2.  The introduction of the SOC induces splitting of the α and α′  crossings for
OOP spin polarization and splitting of the β line for IP spin polarization. Figure  37c) shows the
band structure with SOC calculated with IP and OOP spin including 3ML of Au(111) as a substrate
material (slab calculation). This situation is much closer to the real experiment, a slab of 4 layers
including the surface compound and 3 substrate layers. Such a slab causes an increasing number of
electronic bands. However, as can be seen, the RE-Au band character and gap openings are not
modified by the  inclusion  of  the substrate.  This  probes  the  2D character  of  the  bands and the
exchange mechanism confinement to the alloy layer.

As shown in section 3.2.3.1, the MAE is obtained from the spin-orientation-dependent band energy
contribution to  the total  energy of the system. It  is  calculated by integrating the energy of  the
electrons up to the Fermi level for each of the spin polarization directions. It should be remembered
that the Fermi level is dependent on the spin polarization, as well as the electron filling. To evaluate
the contribution of the bands, instead of being represented in terms of binding energy, it is usually
represented  in  terms  of  electron  filling.  We take  as  a  criterion  (established  in  formula  5)  that
positive MAE means lower energy of the OOP spin polarization and negative MAE lower energy of
the IP polarization. Or what is the same, positive MAE means OOP easy axis while negative MAE
means IP easy axis. With this criteria established, we can pass to analyze the MAE in our case, the
GdAu2 (and in general the RE3+Au2 alloys). In this  case,  the main differences in the electronic
structure are the α, α′ and β gap openings that are expected to dominate the MAE. Figure  37d)
shows the calculated MAE as a function of the electron filling for GdAu2, (i) for the free-standing
layer and (ii) the GdAu2 layer on 3ML of Au. This figure confirms that the gap opening features
have a critical importance in the MAE. The calculation of the freestanding layer (in red dotted lines)
illustrates that the gaps produce sharp peaks in the MAE.  The α, α′ gaps give positive MAE, i.e.,
they favor OOP easy axis, while the β gap results in negative MAE, indicating that it favors IP easy
axis. What has to be taken into account is that in the free-standing layers, the intrinsic sharpness (in
terms of electron filling) of the features finishes right before Ne = 0, leading to an almost zero MAE
in the neutral GdAu2 isolated layer. This is a bit less strict in the case of the GdAu2 on top of the
3ML Au. In the latter the hybridization of the alloy bands with the substrate broadens the gaps in
terms of electron filling. This hybridization can be seen as a broadening of the peaks associated to
α, α′ and β, while its position is nearly unchanged. As can be seen, the broadening of the β feature is

the responsible of a negative MAE at charge neutrality. This is even the case here where the  b
feature does not appear exactly at the Fermi level. This negative MAE translates into an IP easy
axis, which matches the previously reported IP easy axis of GdAu2

17. To summarize, we have shown
that  the origin of the giant  anisotropy with IP easy axis  of  the GdAu2 surface alloy are a gap
openings  caused by the SOC in the s-d bands of the alloy.  Additionally,  the s-d origin of this
anisotropy implies that this contribution of band anisotropy will be present in all RE3+Au2 surface
compounds. Finally, based on the dependence of the MAE with the electron filling, we can predict
that it will be possible to further modify the magnetic anisotropy of the alloys by electron or hole
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doping.  For  example,  the  easy  axis  could  be  brought  into  an  OOP easy  axis  by  doping  with
electrons, like for example alkali metals.

5.2.2 Divalent valence state

In this section, it will be shown that YbAu2 and EuAu2 are surface compounds where the rare-earth
atom are nearly completely (Yb) or completely (Eu) divalent.  We will discuss the effect of the
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Figure 37: DFT simulated band structure of GdAu2: a) freestanding layer without
SOC and b) including SOC. Note that the colors  indicate different directions of
polarization. c) DFT simulated band structure of GdAu2 supported on 3ML of Au
with SOC. d) MAE calculated for GdAu2 for unsupported (red) and on top 3ML of
Au  (blue).  Negative  MAE  favors IP,  positive  MAE  OOP  easy  axis  of
magnetization.
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valency of the RE atoms on band structure, 4f orbitals and finally on the electronic and magnetic
properties.

5.2.2.1 YbAu2

The valency of the Yb atom has been determined by photoemission of the Yb 5p and 4f core levels
(Figure 38). In order to verify or discard the presence of a possible trivalent contribution, resonant
photoemission  has  been  used  to  separate  the  Yb  4f  and  the  Au  5d  emissions.  The  resonant
photoemission process was already described in section 4.3 and 5.2.1.1 In the here considered case
of Yb, the used resonant excitation energy of hν = 183eV corresponds to the absorption edge of the
4d5/2 level. Note, that this resonant PE works only for tri-valent Yb. In the case of divalent Yb, no
resonance process can take place. This is due to the fact that in the Auger process pictured in Figure
34a) one cannot excite an electron into unoccupied 4f levels, because they do not exist, as the band
with 4f14 configuration is already completely filled. Therefore, an Auger process is not possible and
as a result no resonant PE process of divalent Yb can occur. The valence state for Yb in YbAu2 is
deduced by directly comparing the experimental spectrum with the theoretical divalent and trivalent
configurations of Yb, shown in Fig.  38b). There is a dominant divalent Yb 4f emission near  EF,
although a zoom in the higher energy spectrum reveals the presence of trivalent Yb. An estimation
of the average valency from resonant PE is difficult, therefore, as was previously carried out in the
Sm case, a non-resonant transition will be used. Here, the Yb 5p  core level is better suited for a
quantitative  analysis.  Photoemission  measurement  of  this  core  level  reveals  a  small,  but  well
visible,  trivalent  5p3/2 emission  at  approx.  27eV binding  energy.  This  binding  energy  discards
emission from bulk Yb impurities that would occur at lower energy,163 but rather indicates a mixed
valence scenario, with a dominant divalent state and a minor trivalent contribution. One possibility
for the observation is a valence fluctuation of Yb. This valence fluctuation could be seen by X-ray
photoemission as a fast femtosecond-range transition process, faster than the valence fluctuation
time of rare-earth ions in mixed-valence systems164. It is also possible that the trivalent contribution
arises from a small contamination of the sample, leading to the formation of a small fraction of
compounds with trivalent Yb, like Yb2O3. The relative peak area of the two 5p3/2 peaks in Fig. 38a)
reflects an intermediate valence value ν = 2.06 of Yb in YbAu2. Applying the Hund rules,  divalent
Yb will have zero magnetic moment, while trivalent Yb will show a magnetic moment of 4.54 μB

. With the valency value obtained, we can estimate an average magnetic moment of 0.27μ B . Not

only this magnetic moment is small but furthermore it is localized on the trivalent Yb atoms, which
account for approx. 6% of the Yb. This leads to an expected diluted paramagnetic behavior of the
trivalent Yb in a diamagnetic matrix.
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Figure 38: Photoemission of Yb core levels: a) 5p core level with the positions of
the  di-  and  tri-  valent  ytterbium  contributions,  respectively.  b)  Resonant
photoemission of  the  Yb 4f  levels  in  off-  and on-resonant  PES (red,  blue:  full
spectrum; orange, light blue: high binding energy part multiplied by a factor of 50
to  distinguish the tri-valent contribution).   Theoretical spectra in black (below)
were taken from ref.153 and were shifted in energy to coincide with the experimental
emissions.

The experimentally measured band structure of YbAu2 is shown in Figure  39.  The most visible
difference  with  respect  to  the  trivalent  photoemission  images  is  that  due  to  the  divalent  Yb
character, the 4f levels of the Yb appear as non-dispersive bands at a binding energy of approx. 1.5
and 0.25eV.  Apart from these non-dispersive bands, the band structure reveals similar dispersive
bands as the trivalent alloys. Therefore, we will follow the same convention to name the different
bands. The A band has an electron like behavior and appears in the limit of the bulk Au(111) gap.
This band appears slightly shifted upwards (about 0.1eV) with respect to the trivalent alloys. The B
band has a hole-like  behavior, it consists of a hybrid band from RE and Au(111) states and it is
located far away from the Fermi level. The C’ band is again formed from the Au s,p band umklapps
induced  by the (√3×√3)R 30° structure162. The  C band reveals differences with respect to the
trivalent case. First, it has lost its ideal conical shape, specially visible in the crossings with the Yb
4f7/2 band. In these crossings, the C band reveal band gaps caused by the hybridization with the 4f7/2

manifold,  giving  a  weakly  dispersive  character  to  the  4f  levels.  Second,  the  band is  displaced
upwards with respect to the trivalent alloys. This implies that the  C band is expected to have its
cone  0.3eV above  the  Fermi  level.  The  displacement  of  the  C band  can  be  understood  when
considering the valence change from trivalent to divalent. In the latter case, the lack of one valence
electron acts as a dopant that shifts up the whole bands or alternatively shifts down the Fermi level.
This change is more subtle in the  A band, as this band feature has a Shockley like character, its
binding energy is mostly determined by the unchanged bulk gap and the vacuum confinement.
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Figure 39: Band dispersion in YbAu2: a) ARPES intensity mapping of YbAu2. Map
is taken along the ΓMΓ '  direction with a phonon energy of 30eV at T = 12K.
The  ARPES  map  was  taken  in  VUV-photoemission  beamline  of  Elettra.  b)
Combined  schematic  representation  of  the  bands  around  the Γ points.  The
green dashed lines are used to mark the bands without hybridization.

5.2.2.2 EuAu2

The valency of the Eu atoms in EuAu2 has been again determined by resonant photoemission at the
4 d→4 f absorption edge and the results are presented in Figure 40. Three photon energies have

been  used  (i)  hn =  135eV that  corresponds  to  off-resonant  photoemission (energy  below  the

absorption edge), (ii) hn = 141eV corresponding to on-resonant PE for divalent Eu, and (iii) hn =
146eV corresponding to  on-resonant  photoemission of trivalent  Eu. The valence state  of  Eu in
EuAu2 can be deduced from comparing the experimental spectrum with the calculated divalent
configurations of Eu 4f2+, shown in the bottom part of Figure 40. One has to take into account that a
possible tri-valent contribution would occur for binding energies above 2eV. Such a situation, even
at the Eu3+ resonant photon energy is not observed. This means that in the surface compound EuAu2,
there is only a divalent Eu 4f emission at a binding energy of 1.1eV. In pure Eu metal such a surface
emission is found at approx. 2eV binding energy.  This implies a shift of 1eV towards the Fermi
level due to the Au alloying165.
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Figure  40:  Resonant  photoemission  at  the  4d  4f  absorption edge.   The off-
resonance spectrum is  represented in red; in blue and black the on-resonance
measurements.  The  multiplet  at  the  bottom  indicate  the  calculated  multiplet
structure for divalent Eu 4f taken from ref.153. The spectra were measured at the
Cassiopeé beamline of Soleil synchrotron.

A representative ARPES intensity map of EuAu2 is shown on Figure 41. The 4f levels of Eu appear
as very-weakly dispersive bands at 1.1eV. For the rest of the dispersive bands we expect a similar
situation as in YbAu2. In EuAu2, the A band results to be shifted upwards 0.1eV with respect to the
trivalent alloys. The  B and  C’ bands are again unchanged. The  C band has lost its ideal conical
shape in the energy range corresponding to the crossing with the Eu 4f band. Now, the C band is
slightly bent at the crossings (Figure 41b)) caused by the hybridization with the 4f manifold. As in
YbAu2, the  C band is displaced upwards with the expected cone crossing about 0.3eV above  EF.
This displacements reveals again the lowering of EF due to the reduction of one valence electron on
the Eu side.
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As in GdAu2, analysis of the band structure was done thanks to DFT simulations made by Dr. M.
Blanco-Rey from the University of the Basque Country50. Figure 42a) shows the orbital characters
and spin polarities  in  the absence of  SOC for  freestanding EuAu2.  As in  GdAu2,  the α and α′
designates the crossings between d xy and d x2−y2 (m =±2) with equal spin polarization and the β

feature  the  crossings  with  opposite  spin  polarization.  Figure  42b)  shows  the  bands  with  SOC
calculated with IP and OOP spin polarization for freestanding EuAu2. As can be seen, all these
crossings happen above EF, so, in contrast to the case of GdAu2 they fall out of the integration range
of the MAE (Eq.  6) and as consequence, are not expected to contribute to the MAE. The most
important change with respect to Gd is that in this case, the C band now obtains a certain amount of
4f character. Furthermore, the  C-band/4f hybridization breaks the degeneracy of the Eu 4f. This
causes a strong dependence of the 4f bands with the direction of the spin polarization. This can be
seen in the band upshift of the 4f bands in OOP polarization (green lines in Figure  42b)) with
respect to the bands with the spins polarized in the IP direction (violet in Figure 42b)). The effect
can be also understood as a deviation from the sphericity of the 4f electron cloud of an isolated Eu
atom leading thus to a small L moment that is locked in the OOP direction by the crystal field. This
small  L couples to  the spin moment of  the Eu 4f,  creating a  strong magnetic  anisotropy.  This
deviation from sphericity can be seen in the previously mention broadening of the 4f band and the
shifts with the spin polarization direction.  The MAE as a function of the electron filling (Ne = 0
being charge neutrality) is displayed in Figure  42c). As a reminder, the used criteria (established in
Eq.  6) here means positive MAE is assigned to lower energy of the OOP spin polarization (OOP
easy axis) and negative MAE results in lower energy of the IP polarization (IP easy axis). First, in
Figure  42c) it  can be seen that,  as expected,  the α,  α′  and β crossing do not have contribution
because they are above EF. Second, it can be seen that when the bands are depleted until reaching
the Eu 4f shell (from  Ne = -12 to  Ne = -5) a huge contribution to the MAE appears (1 order of

87

Figure 41: ARPES photoemission map of EuAu2. a) Experimental photoemission
intensity map taken along the ΓMΓ ' direction. The mapping was obtained at
VUV  photoemission  beamline  of  Elettra  with  a  photon  energy  of  32  eV.  b)
schematic representation of the bands close to the Γ points. The dashed green
lines are used to mark the bands without hybridization.



magnitude  higher  than  the  neutral  charge  anisotropy).  This  contribution  confirms  the  effect  of
hybridization breaking due to the symmetry of the 4f. Furthermore, the effect of 4f in the MAE
tends to neutralize when moving towards the charge neutrality, but still a positive residue remains.
This positive MAE is of about 2meV and justifies the measured strong OOP easy axis anisotropy
that this alloy shows (as will be seen in section 5.3.4).

Figure 42: DFT simulated band structure of EuAu2: free-standing layer a) without
SOC and b) with SOC. Note that the colors indicate the directions of polarization. 
c) MAE calculated for EuAu2 on 3ML of Au featuring the 4f contribution to 
anisotropy. Part d) details the MAE closer to the Fermi level revealing that the 
MAE contribution is a residue from the 4f hybridization. For comparison, the 
unsupported EuAu2 in drawn as dotted  red line.

5.3 Magnetism in REAu2 surface alloys
The  magnetic  behavior  of  the  rare-earth/noble-metal  (RE-NM2)  surface  compounds  has  been
studied by XAS-XMCD at synchrotron radiation facilities, namely at ALBA (Barcelona, Spain) and
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SOLEIL (Paris, France). Mainly two geometries have been used for this measurements dedicated to
probe the in-plane and out-of plane magnetic properties. In both cases, the magnetic field has been
applied in the direction of the incident beam. XAS-XMCD spectra are obtained at a fixed field by
varying the incident photon energy at an absorption edge of interest, here the M4,5 edge of the rare-
earth metal. The grade of polarization in most cases has been 90%, sometimes even 99%. The XAS-
XMCD has been always carried out in total yield mode, i.e., by measuring the absorption through
the total emitted charge.

5.3.1 HoAu2

XAS and XMCD measurements performed at a temperature of 2K and with an applied field of 6T
in  both  geometries,  IP and  OOP,  respectively,  are  shown in  Figure  43.  These  data  have  been
obtained at Boreas beamline at Alba. The spectra shows two peaks, associated to the M5 and M4

transitions, which corresponds to electron excitations from the electronic levels of 3d5/2 and 3d3/2,
respectively, into the empty 4f and 6p states. This is due to the XAS adsorption rules that require a

Dl=+/-1 transition. The density of states of the unoccupied p level is very small and broad compared

to the 4f levels, therefore it is mainly the 3d4f transition that is observed. This transitions have
been  chosen  as  they  allow  to  prove  the  empty  states  of  the  4f  shell  of  the  RE  and  so,  the
magnetization of the alloy. Two main differences exist between XAS and XMCD spectra from both
geometries. One is a marked change of shape in the M5 transition between IP and OOP geometry in
the XAS spectra. That can be explained by considering the shape of the f-electron distribution (and
the charge cloud of Ho). For spherical 4f orbitals as for the case of the 4f7 configuration in GdAu2

or EuAu2 (see below) such shape changes should not be observed. But here, with a more oblate 4f
electron charge distribution the latter effect is reflected in the lineshape42. This lineshape indicates a
preferential orientation of the 4f orbital, even at fields capable of saturating the sample. The second
important difference is better seen by comparing the intensities of the two XMCD spectra. The
XMDC intensity in the OOP geometry nearly doubles the value for IP geometry. This fact is a sign
of an OOP easy magnetization axis. In a very simplified approximation we can estimate minimum
anisotropy constant by the difference in energy at the maximum applied field (Equation 28).

(28)
B is the applied induction field (here 6T), μHo the magnetic moment of trivalent Ho ( 10.6μB

34,  see  table  1), M R ,OOP and  M R , IP the  reduced  magnetization,  i.e.,  the  magnetization  at  a

specified field divided by the saturation magnetization (or the maximum magnetization achieved),
here at  6T:  M R ,OOP = 1 in  OOP and  M R , IP = 0.6 in  IP direction,  respectively.  From these

numbers we can estimate the anisotropy constant per unit cell to be at least 1.5meV. As will be seen
later, this value is of the order of the thermal energy at the Curie Temperature (1.8meV at 22K)
indicating that the Curie temperature could be limited by the magnetic anisotropy, as expected from
the consequences of the Heisenberg model (see section 3.2.2).

The shape of the XMCD spectra is consistent with the Ho3+ valence state166 already determined by
photoemission. That valence state is associated with a 4f10  electron configuration. As mentioned
earlier,  the  orbital  filling  implies  an oblate  orbital  shape42 that  justifies  the difference in  shape
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between IP and OOP geometries.

Figure 43:  X-ray  absorption  (top)  and  XMCD  spectra  (bottom)  of  HoAu2

measured at 6T and 2K in (a) OOP and (b) IP geometry, respectively. XAS spectra
in red (blue) are measured with  C+ (C-) circular polarized light. The dichroic
XMCD spectra [C+]-[C-] is displayed in green.

Figure 44 shows the XMCD hysteresis loops of HoAu2. There is a clear difference in the shape and
in  the  saturation  behavior  among both  geometries,  IP and OOP.  The OOP loop shows a more
“square like”  behavior that reaches saturation at approx. 1T, while the IP loop shows a more “S
shape” behavior, that eventually reaches a linear behavior at 1.5T. This allows to define an easy and
hard axis for the magnetization of HoAu2. The easy axis (the lower energy state) here corresponds
to the OOP direction and the hard axis to the IP direction, which results to be the high energy state.
The XMCD loops  doesn’t display  a  visible  hysteresis,  which  means  that  HoAu2 monolayer  is
extremely soft ferromagnet, i.e., the energy required to change the direction of magnetization tends
to zero. Due to the characteristics of the measuring method, the remanence at zero field cannot be
determined, but due to the tendency of the curves can be assumed to be small.
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Figure 44: XMCD Hysteresis loop of HoAu2 measured and normalized at 2K on
the  maximum  of  the  dichroism of  the  M5 transition.  The  shape  of  the  loops
confirms the OOP anisotropy. Note the difference of scale for the OOP and IP
direction. This has been chosen in order to better see the difference in the shape of
the  loops.   The  inset  shows  the  XMCD  spectra  in  IP  geometry marking  the
measurement photon energy.

As  it  was  commented  in  section  3.2.3,  there  are  two  sources  of  anisotropy:  shape  and
magnetocrystalline anisotropy. To shortly repeat, shape anisotropy always favor IP magnetization
due to the physical shape of the samples (monolayers) but the effect is too small and in the wrong
direction with respect to the seen effects. Therefore, the magnetocrystalline anisotropy results to be
the most important source of anisotropy in this sample.

Following the explanations in section 3.2.3.1 we can split the magnetocrystalline anisotropy in two
parts,  the band anisotropy and the  crystal field anisotropy.  We refer  to  band anisotropy as  the
contribution of the spin polarization of the itinerant electrons of the REAu2 bands near the Fermi
level. In the present case, HoAu2 presents Ho3+ valence and as was shown in section 5.1.1 shares the
band structure of GdAu2. Therefore we can assume that the contribution of the band anisotropy
would  resemble  the  IP  easy  axis  as  in  GdAu2.  However,  this  does  not  correspond  to  the
experimentally  observed anisotropy in  this  alloy.  Hence,  a  different  term that  is  not  present  in
GdAu2 has to be considered. 

This additional term to the GdAu2 case is the crystal field anisotropy that in HoAu2 is a relevant
term due to the electric interaction between the Ho 4f quadrupolar moment and the electric field
produced by the rest  of the electrons of  the material.  As it  was commented above, the Ho 4f10

electron  distribution  has  an  oblate  shape42 that  causes  a  negative  quadrupole  moment.  This  is
different to the case of Gd, where the electron cloud has a spherical shape and consequently the
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quadrupole term vanishes.  The presence of a non-zero 4f quadrupolar term allows an important
crystal field anisotropy contribution.  From the experimental observation that the easy axis of the
HoAu2 is OOP, and the band contribution is IP, we can deduce that the crystal field contribution
dominates over the band contribution and favors an OOP easy axis. The OOP easy axis together
with the Ho 4f negative quadrupole moment allow us to assign a positive quadrupole crystal field in
the direction normal to the surface for the REAu2 structure. Finally if we consider that this crystal
field is fixing the symmetry axis of the 4f orbital in the OOP direction, each of the subshells will
also have a fixed  direction,  which will modify excitation probability of each individual transition
and so, it can explain the shape difference in the XAS spectra between the IP and OOP geometries.
This could be confirmed by future simulations of the XAS spectroscopy.

Considering the observed strong anisotropy, the hysteresis will be further analyzed.  We will start
from the simplest remagnetization model, the coherent rotation (see section 3.2.4.1). Applying Eq. 7
(section  3.2.4.1)  with  an  anisotropy constant  of  1.5meV from the  estimation  above,  we would
expect a coercive field on the order of 2 T. This is not the case, and the deviation of the prediction
of  this  model  can  be  understood  by  the  fact  that  the  high  magnetic  moment  of  Ho  requires
formation of small domains to minimize the energy (section  3.2.1). Such a domain wall structure
has already been reported in the case of GdAu2

18. On a domain wall motion model, coercivity would
be expected to be caused by pinning of the domain walls at defects, which become pinning centers
(see  section  3.2.4.2).  Apart from presenting  adequate characteristics  (anisotropy or  variation of
interatomic coupling), the pinning center density has to be high enough. If the number is too small,
the domains wall will anchor only on few defects, which will not produce enough energy advantage
to keep the magnetic domain blocked. As was shown in section  5.1.1 the HoAu2 alloy grown on
monocrystalline Au(111) presents  an almost defect-free structure. The result of this  is a lack of
pining centers to lock the magnetic domain walls.  As a  consequence, the magnetic structure will
change in order to follow the magnetic field.  To summarize,  even if  the alloy shows the most
favorable  easy axis  for  forming a 2D magnetic  hard material,  HoAu2 does  not  present  enough
density of defects to allow a measurable remanence in XMCD technique.

In  order  to  determine  the  Curie  temperature  of  the  alloy,  the  temperature  dependence  of  the
hysteresis loops has been measured.  Figure 45 displays the results of this experiment. The curves
show  a  smooth  transition  from  a  “square  shape”  toward  linear  paramagnetism  as  the  sample
temperature  is  increased.  To  determine  properly  the  Curie  temperature  Tc,  the  chosen  analysis
method has been the Arrot Plot methodology (see section 3.2.5),  that can be seen in Figure 45b).
The advantage of this method is the possibility to determine the presence of magnetic order in the
limit  of  near-zero  coercivity.  Moreover,  the  methodology  is  not  sensitive  to  the  measurement
procedure (like field cooling vs zero field cooling for example167,168)  and can be easily applied to
XMCD results. It consists in plotting the squared magnetization values vs the applied field divided
by the magnetization values (see Figure 45b)). Here, the magnetization values are exchanged by the
XMCD values that are proportional to the magnetization. Then, the high field values (high  H/M
values) are fitted by a linear fit. The M2-values at H/M=0, namely M0

2, are in the last point (Figure
45c)) plotted vs the measurement temperature. The resulting fit (here second order) that crosses the
M0

2 = 0 line gives then the Curie temperature TC. The Curie temperature determined by this method
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corresponds to TC = 22K. This temperature is slightly higher than the Curie temperature measured
on GdAu2 of TC = 19K17.

Figure  45:  Temperature  dependence  of  hysteresis  loops  for  HoAu2:  a)
magnetization curves as a function of sample temperature, b) Arrot plot M2 vs
H/M curves and their high field fits (dotted lines). The H/M=0 crossing points are
used in c) to determine the Curie temperature TC of the HoAu2 system.

5.3.2 DyAu2

XAS and XMCD measurements performed at a temperature of 4K and with an applied field of 6T
in  both  geometries,  IP and OOP,  respectively, are  shown in  Figure  46. Data  were  obtained  at
Deimos beamline of SOLEIL synchrotron. As in HoAu2 the spectra show two peaks, associated to
the M5 (3d5/2) and M4 (3d3/2) transitions. Again, the density of states of the unoccupied p level is very

small and mainly the 3d4f transition is observed, allowing to prove the 4f shell of the RE and
with it, also the magnetization of the alloy. DyAu2 shows similar differences between geometries as
HoAu2. One is the marked change of shape in the M5 transition between IP and OOP geometry, and
as in the previous case, is caused by the non-spherical shape of the f-electron charge cloud of Dy.
As in Ho, it is indicative of the orientation of the 4f level of Dy, even at saturation. By comparing
the intensities of the two XMCD spectra it can be seen that in the OOP geometry, the intensity is
almost doubled. This indicates an OOP easy magnetization axis.

The form of the XMCD spectra166 indicates that the RE is trivalent (Dy3+). This valence is associated
with the 4f9 electron configuration, which has an oblate orbital shape.
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Figure  47 shows the XMCD loops of DyAu2.  Similarly to  HoAu2,  in OOP geometry we see a
“square like” loop that saturates at approx. 1T. The magnetization curves in IP geometry shows a
more “S shape” like curve form that does not saturate below 6T. We again attribute the observations
to an OOP easy axis of magnetization. As it is observed in the XMCD loops, DyAu2 does not reveal
hysteresis opening in the measured region of the loop detectable with XMCD technique, resulting to
be a soft ferromagnet, similarly to HoAu2. As previously mentioned (see section 4.6.1), due to the
characteristics of the measuring method, the remanence at zero field cannot be well determined and
has to be measured apart.
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Figure 46: X-ray absorption (top) and XMCD spectra (bottom) of DyAu2 
measured at 6T and 4K in (a) OOP and (b) IP geometry, respectively. XAS spectra
in red (blue) are measured with  C+ (C-) circular polarized light. The dichroic 
XMCD spectra [C+]-[C-] is displayed in green.
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Figure 47: XMCD Hysteresis loop of DyAu2 measured at 4K on the main peak of 
the M5 transition. The shape of the loops confirms the OOP anisotropy. Note the 
difference of scale for the OOP and IP direction. The inset shows the XMCD 
spectra in OOP geometries marking the measurement photon energy.

On the origin of anisotropy, we can draw the same conclusion as for HoAu2. Shape anisotropy 
results irrelevant as its magnitude its well below the observed effects. Taking into account that we 
have Dy with +3 valence, we can consider that DyAu2 shares the GdAu2 and HoAu2 (RE3+-Au2) 
band structure.  If this is the case, then we should have an IP easy axis of magnetization resulting 
from the band anisotropy term, contrary to the observations. 

About the crystal field anisotropy, as in the case of Ho, the trivalent Dy 4f shell has oblate electron
distribution42,  which  causes  a  negative  quadrupole  moment.  As  was  deduced  from the  HoAu2

experiment (section 5.3.1), the structure of REAu2 imposes a positive quadrupole moment that acts
on the RE 4f orbital. If we apply the electrostatic interaction of both quadrupolar moments, we see
again that the symmetry axis of the oblate Dy 4f electron distribution will have an OOP preferential
orientation. This orientation of the symmetry axis translates into a maximum L moment in the OOP
direction and so in an OOP magnetic easy axis. As this easy axis is the experimentally observed
one, we can deduce that this term is dominating the magnetic anisotropy of the alloy. As in HoAu2,
the fixing of the symmetry direction of the oblate Dy 4f orbital by the crystal field would explain
the shape difference in the XAS spectra between the geometries.

Following the same deduction as in HoAu2, we can immediately see that coherent rotation is not a
good model for the re-magnetization of DyAu2, as the experiment does not show strong coercivity
and the high magnetic moment of Dy will promote the formation of small magnetic domains. As
has been shown in ref.19, the DyAu2 alloy also grows (almost) defect free, which has as consequence
a lack of pinning points for the magnetic domain walls. 
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In  order  to  determine  the  Curie  temperature  TC of  DyAu2,  several  hysteresis loops  have  been
measured at various temperatures, and the Arrot plot methodology (see sections 3.2.5 and 5.3.1) has
been used (see Figure 10). As can be seen in the loops of Figure 48a), there is a smooth transition
from a  “square like” loop at the lowest temperatures towards  an “S” shape with the increase of
temperature and finally the curves change towards a more “linear” paramagnetic behavior. Figures
48b) and c) show the Arrot plot and linear fit used to extract the Curie temperature. The extracted TC

for DyAu2 was of 24.5K, slightly higher than the Curie temperatures of GdAu2 (19K) and HoAu2

(22K).

Figure 48: Temperature dependence of hysteresis loops for DyAu2: a) 
magnetization curves as a function of sample temperature, b) Arrot plot M2 vs 
H/M curves and their high field fits (dotted lines). The H/M=0 crossing points are 
used in c) to determine the Curie temperature TC of the HoAu2 system.

5.3.3 SmAu2

XAS and XMCD measurements performed on a SmAu2 monolayer at 6T and 2K are shown in
Figure  49. These data have been obtained at  Boreas beamline at  Alba. In the same way as the
previous alloys, the spectra reveal two peaks, associated to the M5 (3d5/2) and M4  (3d3/2) transitions
into the empty 4f shell, as the transition probability to the 6p shell is low and broad. As before, this
allows  to  prove  the  magnetization  of  the  alloy  through the  4f  empty  states.  In  this  case,  the
difference  in  shape  between  the  geometries  in  the  XAS spectra  is  not  as  marked  but  a  small
difference is still present, mainly visible in the M4 transition. As in Ho and Dy, it is indicative of a
preferential direction of the 4f  symmetry axis. In this alloy, the most marked difference for the
XMCD spectra  between geometries  is  the almost  zero dichroism in OOP direction,  while  it  is
clearly present in the IP direction. This already indicates that the alloy has a strong anisotropy with

96

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

X
M

C
D

 (
A

rb
. 

U
n .

)

6420-2-4-6

Field (T)

 4 K 
 10 K
 15 K
 20 K
 25 K

DyAu2

3.0

2.0

1.0

0.0

M
2 

(a
rb

. u
n.

)

543210

M
2 

(a
rb

. u
n.

)

Temperature (K)

H/M (arb.un.)

a) b)

c)

0

0.30

0.25

0.20

0.15

0.10

0.05

0.00

252015105

24.5K



an IP easy axis.

The shape of the XMCD spectra confirms a mainly trivalent (Sm3+) state for the RE as previously
extracted  from  photoemission  (section  5.2.1.1).  This  valency  is  linked  to  the  4f5 electron
configuration, which has a prolate shape.

Figure  49 M4,5 XMCD  spectra  of  SmAu2 measured  at  6T  and  2K.  a)  OOP
measurements  and  b)  IP measurements.  In  red  (blue)  we  display  the  spectra
measured with C+(C-) circular polarization of the light. The dichroic spectra is
displayed in green ([C+]-[C-]).

Figure 50 shows the XMCD hysteresis loops of SmAu2 at 2K. In this case, we see a “square like”
loop summed to a linear response in the IP geometry, while the curves in OOP direction do not
show clear magnetization. From this lack of magnetization in the OOP direction it is evident that the
total  effect  of  the  anisotropy is  a  IP easy axis.  The linear  behavior  could be explained by the
presence of patches of paramagnetic phases, likely unalloyed Sm (see section 5.2.1.1) or Sm atoms
that diffused inside the bulk due to an imperfect preparation of the sample. In this case the sample
could be assumed to be already saturated for B > 0.5T. The coercive field is below 350mT.
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Figure 50: XMCD Hysteresis loop of SmAu2 measured at 2K on the main peak of 
the M5 transition. The insert shows the XMCD spectra in IP geometry marking the
measurement photon energy.

About the shape anisotropy, as was shown in section  3.2.3 it is proportional to the square of the
magnetic moment. If we now compare the magnetic moment obtained from the Hund Rules34 (see
table 1) of Ho3+  with Sm3+  (the Sm2+magnetic moment is zero and as consequence not relevant for
the discussion) we see that the moment of Sm is below 1/10 of the Ho moment. These two things
together imply the shape anisotropy in SmAu2 is below 1/100 of the one of HoAu2, which as was
previously shown was small and not relevant. As consequence, the shape anisotropy on SmAu2 will
be irrelevant. Sharing the band structure with the rest  of the tri-valent REAu2 (GdAu2,  HoAu2)
surface compounds (section 5.2.1.2) it is safe to assume that the band anisotropy will also favor in
plane easy axis.

As  previously  was  shown in  the  case  of  Ho and Dy,  the  REAu2 structure  imposes  a  positive
quadrupole moment to the 4f shell of the RE. While for Ho and Dy the orbital shape of the 4f was
oblate, in the case of Sm the shape is prolate42. This change of shape implies  an inversion of the
direction of the quadrupole moment of the RE 4f, which in this case will be negative. Applying the
electrostatic interaction of the quadrupoles, the 4f shell of Sm will minimize its electrostatic energy
by situating its symmetry axis in the surface plane. This means that the magnetic moment of Sm 4f
will  be  preferentially  oriented  in  the  IP direction.  Thus,  both  terms  of  the  magnetocrystalline
anisotropy point to IP easy axis, which is expected to reinforce its magnitude.

For the hysteresis discussion we will consider two possibilities, prevalence of (i) coherent rotation
or (ii) domain wall (DW) movement. In the coherent rotation model, the measured IP anisotropy in
a 2D material allows free rotation in the plane, and, therefore,  zero coercivity would be expected.
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This would lead to a square like loop with switching at zero field. For the case of DW movement
prevalence, coercivity would still be possible, if there exist sufficient local defects that are capable
of pinning the domain walls (as explained in section 3.2.4.2, and as was already shown in GdAu2 by
spin resolved STM18). Here, both scenarios are possible, since the low magnetic momentum of Sm
will favor the formation of large magnetic domains, possibly minimizing the contribution of the
domain wall movement. In order to clarify this point, a detailed study in the small field region with
space resolving technique (like spin resolve STM) will be necessary.

5.3.4 EuAu2

The M4,5 absorption edge XAS measurements of EuAu2 monolayer is shown in Figure 51. This time
data  were  obtained  at  ALBA  synchrotron,  BOREAS  beamline.  The  spectrum  of  EuAu2 is
accompanied by a measurement carried on Eu2O3  where the Eu is in a tri-valent state.  This set of
measurements was taken with linear polarized light at  normal incidence,  in order to ensure the
chemical state of Eu in the sample. In both EuAu2 and Eu2O3 we see the peaks associated to the M5

(3d5/2) and M4 (3d3/2) transitions into the partially empty 4f shell.  As can be seen, the two materials
reveal  clear  differences,  indicating  a  variation  of  the  contributing  empty  shells  and  an  energy
displacement of the 4f shell respectively. From that it is clear that the chemical state of Eu in both
samples is different. Taking into account that Eu2O3 presents a trivalent state, and that Eu can only
present di-  or trivalent valence states,  we can conclude only from this measurement that Eu in
EuAu2 is divalent. Further comparison to bibliography confirms this deduction, as EuAu2 matches
previous spectra of divalent species169,170. This is consistent with the di-valent valence of europium
already obtained by photoemission (Section 5.2.2.2).

Figure 51: X-ray absorption spectra taken with linear horizontal polarized light 
at normal incidence geometry for EuAu2 and Eu2O3. One can see the spectra of 
completely divalent Eu in EuAu2 and trivalent Eu in Eu2O3. Reference spectra of 
Eu in different compounds can be found in ref.166,169,170.
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Once that the valency of Eu is clear, we can continue the study of EuAu2. Figure  52 shows the
XAS-XMCD spectra of EuAu2 (taken with circular polarization) at 6T and 2K, both in OOP and IP
geometries. In contrast to HoAu2, DyAu2 and SmAu2, there are no differences in XAS between IP
and OOP geometries. The lack of change of shape of the transition is expected since Eu2+ 4f orbital
is spherical and, therefore,  the orbital  should not  reveal any preferred orientation. Furthermore,
there isn’t a strong difference in the dichroism signal (XMCD) when the sample is saturated. This is
also expected, as the orbital momentum of Eu2+ is 0 (L = 0) eliminating the contribution of the 4f
spin orbit to the magnetic anisotropy. 

Figure 52: XAS and XMCD spectra at Eu M4,5 of EuAu2 measured at 6T and 2K .
a) OOP and b) IP measurements of the XAS for C+(C-) circular polarization, red
(blue), respectively. The dichroic XMCD spectra [C+]-[C-] is presented in green.

XMCD hysteresis loops of EuAu2 were taken at 2K and at a photon energy corresponding to the
maximum of the M5 transition and is shown in Figure 53. In this case we see a rather “square like”
loop with a jump in the near zero field for both geometries, with the IP geometry loop having a
smoother “S” like behavior with much lower magnetization at low fields. This shape indicates a
clear  OOP easy  axis.  At  6T applied  field  the  sample  has  reached  magnetic  saturation  in  both
geometries.  The  dichroic XMCD signal  in  saturation is  nearly identical.  The XAS and XMCD
signals after removing the field (after saturating the sample applying 6T) was measured separately
(not  shown).  In  the  case  of  OOP geometry,  this  remanence signal  corresponds  to  72% of  the
saturation magnetization, while for IP geometry, it corresponds only to a 26% of saturation.
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Figure  53:  Eu  M5 XMCD  Hysteresis  loop  of  EuAu2 measured  at  2K  at  the
maximum of the M5 transition. Zero field points were taken manually and added to
the graph as circular marker. The inset shows the XMCD spectra in IP geometries
marking the measurement photon energy.

As for the rest of the RE-Au2 surface alloys, we will analyze the source of the observed anisotropy.
As before, shape anisotropy contribution probes to be irrelevant, as the magnitude and direction
does not match the measured effect. For the crystal field contribution, we have to remember that Eu
is di-valent, i.e., the 4f shell is half filled (4f7). This implies that the 4f electron cloud has a spherical
shape and no quadrupole moment or preferential direction for the orbital, which leads to a zero
crystal field contribution.

On the band anisotropy, as it was shown in section  5.2.2.2, it  is caused by 4f-5d hybridization.
There, we probed that the 4f levels in Eu2+ are situated right below the Fermi level, hybridizing with
the valence band and inducing a strong break of the 4f subshell degeneracy. As a consequence of
this degeneracy breaking,  the OOP direction becomes favorable direction of spin polarization, or
what is the same the magnetic easy axis. As commented also in section 5.2.2.2, it can also be seen
as  a  breaking  of  the  spherical symmetry  leading  to  an  effective  L≠0 and,  as  consequence
causing the measured OOP easy axis.

In the following we will discuss the remanence observed in Figure 53. Let us start by the simplest
re-magnetization model, the coherent rotation of domains. Due to the OOP easy axis, coercivity
would be expected in the OOP direction but not in the IP. This would explain the remanence values
in the OOP direction but does not explain the IP case. The coherent rotation only gives remanence
in the easy axis direction.  With that in mind, remanence in another direction will be given by the
OOP component of the magnetization, that is, the projection of the magnetization on that direction

[cos(q)].  Due to the incidence angle of the measurement light beam, the  projection will  appear
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again,  giving  as  results  a  cos2(q)  contribution  of  the  OOP magnetization.  In  our  IP case,  the

incidence and field angle  q to the normal is 70° giving as result, a maximum remanence in the
coherent rotation model of 9%, too small for the observed value. On the other hand, the 1 meV band
anisotropy estimated by DFT simulation50 (section 5.2.1.2) would cause a much higher coercivity in
the OOP direction (of the order of 2T).  Next, we consider the domain wall motion model. As in Gd,
Ho and Dy, the high magnetic moment favors the formation of small  magnetic domains.  Here,
coercivity would be expected to be caused by pinning of the domain wall motion at defects (section
3.2.4.2). As seen by the STM microscopy, the sample presents a periodic lattice of defects that are
assumed to break the coordination of the alloy. These defects can cause local effects, like different
easy  axis  and  weakening  of  the  coupling,  and acting  as  highly  effective  domain  wall  pinning
centers. This also explains the remanence in the hard axis of EuAu2. This is reinforced by the lack
of remanence in the hard axis of GdAu2

17, which grows without defects. To summarize, the seen
remanence (and the associated coercivity) is caused by pinning of domain walls on the defect lattice
of the alloy.

As for the rest of the surface compounds, the Curie temperature  TC has been determined by the
measurement of XMCD loops at different temperatures. In this case, this temperature dependence
was taken in the hard axis of the sample (IP geometry) and the analysis is shown in Figure 54. The
Arrot plot analysis has been used to extract TC.  The Curie temperature determined by this method
has been 13K, a lower value than the Curie temperature of GdAu2 (19K), HoAu2 (22K) and DyAu2

(24.5K).
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Figure  54:  Temperature  dependence  of  hysteresis  loops  for  EuAu2:  a)
magnetization curves as a function of sample temperature, b) Arrot plot M2 vs
H/M curves and their high field fits (dotted lines). The H/M=0 crossing points are
used in c) to determine the Curie temperature TC of the EuAu2 system.
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6 Two-dimensional Ag based REAg2 surface alloys

6.1 Structure of REAg2 surface alloys
For the case of RE alloys on Ag(111), LEED shows two types of patterns (Figure 55). The first case,
would  be  the  one corresponding to  SmAg2,  with  the  (√3×√3)R 30° + Moiré  reconstruction

already explained in section 5.1.1 and also reported for GdAg2
17. By careful analysis of the LEED

pattern  we  can  extract a (10×10)R 0 ° Moiré  reconstruction  with  respect  to  the  Ag(111).

However, it should be noted that due to the LEED screen curvature and the order of magnitude of
difference between the Moiré spots and the Ag(111), the precision of this calculation is limited. For
the case of HoAg2, the pattern becomes much more complex. On a first glance, it appears similar
just changing the hexagonal shape of the Moiré spots (marked in orange) to a diamond-like shape.
Further inspection, though, reveals that we can see that the expected first order spots of the alloy (in
blue) are split into two peaks. This splitting in not only limited to the alloy spots, but also to the
substrate spots,  i.e., Ag(111) spots (in red) also results to be split. Additionally, new intense spots
(marked in green) have been formed at a position that would be the second order diffraction of the
(√3×√3)R 30 º . Note that the spots around the (√3×√3)R 30 º , the Ag(111) substrate spots

and the second order diffraction looks different. This is unusual in LEED diffraction patterns where
the basic units  repeat  for higher orders.  The Moiré spots can be described approximately by a
(14.5×14.5)R 0 º superlattice with respect to the Ag(111) substrate. The same or very similar

LEED pattern has also been reported in DyAg2
19. The authors there claim the formation of anti-

phase domains as the source of the splitting of the alloy spots. Nevertheless, the authors in this
publication are not able to explain the splitting of the substrate spots, or the formation of the intense
higher order spots that are marked in green.
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Figure  55: a), b) LEED  Pattern of SmAg2 and  HoAg2, respectively. The beam
energy  was 60 eV. c) Model of alloy structure, in red lattice of Ag(111) surface. In
blue  we  mark  the  lattice  of  the (√3×√3)R 30 º lattice,  in  red  the  Ag(111)
substrate, and in orange the lattice of the Moiré reconstruction.

For this reason, here we will shortly focus on this fact. To do so, in Figure 56a) and b) we present
the LEED pattern of HoAg2 but at a different sample angle to appreciate better the (0,0) spot normal
to the surface and at a different energy to be able to include additional diffraction spots that may be
hidden for special  energies.  In part  c)  of the same figure we now present the diffraction spots
extracted from the different LEED patterns. Again, a simple translation and rotation of the spots
around the (√3×√3)R 30 º is unable to produce the LEED pattern.
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Figure 56: LEED patterns of HoAg2 and subsequent analysis. a) and b) LEED 
patterns of HoAg2 at q=10º from normal incidence at 60eV and 20eV beam 
energies. c) idealized diffraction pattern constructed by superposition of series of 
LEED images at different incidence angles and beam energies. d) Unit cell 
extracted from c), remarking the rotation of the rhombus around the  Ag(111) 
spots (in purple) compared  to the ones around the (√3×√3)R 30 º spot (in 
orange). The unit cells of the diffraction pattern is marked in green, unit cell of 
the alloy is marked in blue, and unit cell of Ag(111) is marked in red.

In  order  to  clarify  the  source  of  the  rather  strange  LEED  pattern  we  have  performed  STM
investigations of the HoAg2 surface alloy. Figure 57 shows the atomic resolution image of the alloy
with  the  Ho  atoms  as  bright  protrusions. It  can  be  seen  that  the  surface  is  formed  of  almost
hexagonal tiles that are separated by dislocation lines, see also Fig. 58. Inside the tiles we can find a
hexagonal lattice corresponding to the (√3×√3)R 30 º lattice. Additionally, there is a modulation
of the depth, showing a depression in the center. The lattice constant of the white protrusions in
short  range  are (5.2±0.1)Å ,  the  average  distance  between  tiles  is (4.5±0.4)nm .  Further
analyzing Figure  57 reveals several other things to be noted.  First,  the tiles are not completely
hexagonal. All tiles of this image are extended in one direction. The direction in which the tiles are
extended is shared, at least inside a certain domain as the one of this image. Second, different types
of tiles can be found, that can be classified according to the number of atoms forming the sides.
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Here, each type of tile is marked with a different color.  No periodic distribution of the types of tiles
can be detected. We furthermore observe two  types of dislocations at the borders of the tiles.  A
smaller  amount  of  dislocation,  marked  in  blue  (nearly  horizontal)  in  Figure  57,  separate  the
protrusions at the borders of the tiles similar to a mirror line.  The  majority of the dislocations,
however, are marked in red. These are formed by the inclusion of an additional atom row between
the tile borders. This row of atoms can be seen as protrusion in Figures 57 and 58b). In that latter
image only one type of the dislocation lines is visible occurring mainly in up-down orientation. 

Figure 57: Analysis of the atomically resolved STM image of HoAg2 (image size 
20´9nm2 tip voltage 1V, target current 0.3 nA) revealing multiple types of tiles 
(marked in different colors). The tiles can be distinguished easily by counting the 
atoms of the tiles borders (marked for each type of tile detected). Two types of 
dislocations can be detected and are marked by lines of different colors.

Furthermore, in Figure 58b) we can observe that the depression in the center of the tiles results in a
Moiré-like modulation. Analyzing an even larger image, (Figure 58c)), it can be seen that the Moiré
+ dislocations form almost ordered domains of oblique lattice.  The visible dislocation lines are
running here mainly left/right, i.e., we are watching a different domain. Looking in detail, it is clear
that there is not really a long-range order, as the distances between the dislocation lines are not a
stable value. We can even see that some expected dislocation are missing, like the one in the center
of the image. The breaking of the hexagonal symmetry seems to arise from preferential directions of
the deformation of the tiles in the domains. Nevertheless, on large scale images the imperfections
on the short scale are not observed anymore. Figure 58d) is the largest image taken on this surface
compound.  We  observe  a  nearly  hexagonal  pattern.  The  Fourier  transformation  (Figure  58e))
indicate a hexagonal order that arises from the Moiré like pattern.
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Figure  58: STM images of  HoAg2 revealing the “disorder and order” process
from few atoms range to hundreds of nm range (tip voltage 1V, target current
0.3nA) a)  image size 16´9nm2, b) image size 50´10nm2, c) image size 80´23nm2,
d)  image  size  200´200nm2 e)  Fourier  transform of  d)  revealing  a  Moiré-like
reconstruction.

Let us further examine the observations: The HoAg2 lattice constant of 5.2Å (see above) leads to an
inter-atomic distance of 5.2 Å /√3=3.0 Å . The lattice mismatch to the underlying Ag with inter-
atomic distance 4.09 Å /√2=2.89 Å is 3.8%. For such a misfit in a normal Moiré we expect an

approx.  (26´26) superstructure (1/0.0388) of  7.5nm lattice.  This  value  is  much larger  than  the

observed 4.5nm. In Fig. 59 a model of the system is shown: in part a) the expected (26´26)  Moiré
lattice started from a hollow position of one Ho atom marked in the center of the image. We observe
that along the [1-10] directions after several HoAg2 units we get Ho atoms in top positions (marked
with green circles). The hexagon that we included in Figure 59a) is a prototype of the tile observed
in the STM. We see that the top positions are just outside of the tile. In Fig  59b) we modify the
model and now include only the HoAg2 atoms in the tile but create a structure of tiles with the
measured 4.5nm Moiré-like structure. One  immediately sees the difference; the top positions are
completely eliminated by such a tessellation. This is the reason behind this structure, the elimination
of  the  energetically  unfavorable top  positions.  Such  a  restructuring is  sometimes  observed  in
overlayer systems171–174 together with surface stress release.
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Figure 59: Simplified model of the a) Moiré structure and b) Tile structure applied
to observed lattice parameters of HoAu2. The construction is quite similar to Fig.
4 of ref.  19. The main difference is that here we put the central Ho atom of the
overlayer in a hollow position and are then able to observe the elimination of
unfavorable top positions.

Now, we can turn back to the reciprocal space to understand the LEED pattern of Figure 55b). We
start by considering the effect of the tile formation. As was shown in ref.  19, the tiles formation
causes a splitting of the alloy spots. This occurs since the tiles break the coincidence of the structure
with itself due to the displacements of one unit vector of the alloy. This leads to a removal of the
usual √3 spots. Nevertheless, there is still a long-range coincidence after a displacement of one
tile that produces the Moiré-like spots. Still, even though the alloy does not create the self-similarity
of the lattice after the displacement of an alloy unit vector, it modulates the intensity of the Moiré-
like spots, leading to the Moiré-like pattern being visible only were the alloy spots would be. This
can be also understood by considering the LEED pattern as being formed by the diffraction of the
dislocation lines. Still, these considerations imply a three-fold symmetry around the (now invisible)
(√3×√3)R 30 º spots.  In  order  to  break  this  symmetry,  we  have  to  introduce  an  additional,

lower-symmetry lattice. This may be achieved by the inclusion of non-hexagonal tiles, exactly the
ones seen in the STM images. In any case, the sharp LEED pattern obtained indicates that even
though no local order can be extracted from the tiles,  a long range  periodicity  appears  for the
surface alloy indicating that the reconstruction is a quasi-crystalline lattice175. Such quasi-crystalline
lattices  lack  of  a  short-range  order  but  still  reveal  sharp  LEED  patterns  and  photoemission
results176,177. This long range periodicity is caused by the repetition of similar (but not exactly equal)
tiles over the surface, keeping a coherent distance between them. As the tiles have to be situated at
precise positions to fit the substrate atomic structure, the average distance has to be precise for the
relaxation of the surface tension.

Last, we want to mention that not only the here studied HoAg2 and the DyAg2 surface alloy of ref. 19

reveal such a described tessellation.  Also GdAg2 can present such a structure if the preparation
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temperature is slightly modified48. In all these systems tiny variations in the alloy formation seems
to influence the formation energy of the systems and their structure.

6.2 Electronic structure
We  studied  the  electronic  structure  of GdAg2,  HoAg2 and  SmAg2 MLs by  photoemission
spectroscopy.  The three surface compounds reveal a similar electronic structure, which is due to
the trivalent (or almost trivalent) (3+) valence state. 

Figure 60 shows as an example a XPS spectra measured for SmAg2, which displays the composition
of  the  sample  and  probes  that  there  is  no  oxygen  or  carbon  in  the  sample.  For  the  XPS
measurements our laboratory-based monochromatized Al Kα X-ray source (1486.7 eV) was used.
The  experimental  resolution  of  the  measurement does  not  allow  to  resolve  bulk  and  surface
components if there would be any. The Sm emissions corresponding to the 3d and 4d, and the Sm
MNN Auger emission can be identified, but the Sm peak results much less intense than the peaks of
Ag. This is related to the small  amount of Sm (1/3 ML) and to the small  photoemission cross
section  of  Sm in  comparison to  Ag.  In the  valence  band energy range,  the  Sm 4f  and Ag 4d
emissions are very close in energy and appear superposed. The cross sections of Sm 4s, 4p, 5s and
5p are too small with the selected photon energy to produce discernible peaks. A detailed inspection
of Figure 60 allows already a distinction of a di- and trivalent component in the Sm 3d core level.
The divalent (2+) contribution on the lower binding energy side of the 3d doublet has a lower
intensity and a smaller width. An integration of the individual peaks corresponding to 2+ and 3+
contributions results in a Sm2+ contribution of 24%.
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Figure  60:  XPS  measurement  of  SmAg2 surface  compound  excited  by  a
monochromized Al Kα X-ray source.  Ag emissions are marked in grey, emission
lines of Sm are marked in purple. The valence band energy range contains the Sm
4f and Ag 4d levels that are superposed and are marked in orange. Peaks were
assigned according to ref.150–152.

A more detailed investigation about the valence state in the RE-Ag2 surface compounds focuses
again on the 4f and 5p core level emissions.  Figure 61 shows the photoemission spectra of the Gd
4f and 5p core level regions for GdAg2 and HoAg2 MLs, respectively. For further considerations,
Figure  62 display the 4f levels of Sm in SmAg2.  The spectra were measured at the spin-ARPES
setup (RGBL II) at Bessy II synchrotron in Berlin (Gd, Ho) and VUV-Photoemission beamline at
Elettra in Trieste (Sm), respectively. As in the RE-gold alloys, photon energies corresponding to on-
and off-resonance were used to separate the 4f core level emission from other electronic states in
the valence band region of the surface compound.

In the case of the Gd 5p level of GdAg2 indicated in Figure 61a) measured with a photon energy of
136 eV there is a multiplet structure that is caused by multiple final states156. The spectrum matches
well with the theoretical expected one for a trivalent multiplet as well as with the one measured in
GdAu2 (Figure 34c)). The Gd 4f level measured at GdAg2 in on- (hν = 148.5 eV) and off- (hν = 135
eV) resonance is shown on Figure  61b). As for the 5p emission, especially for the on-resonant
spectrum we observe a multiplet arising from the multiplicity of excited final states that coincides
well  again  with  the  theoretical  trivalent  multiplet  and  the  4f  level  measured  for  GdAu2.  The
matching of both multiplets and the absence of a possible divalent emission indicates that Gd in
GdAg2 alloy is purely trivalent giving as result a 4f7 electronic configuration. Similar to the Au case,
we can asses the effect of alloying by comparing the position with the pure metal surface that also
presents ninefold coordination.  The trivalent Gd 4f and 5p lines of GdAg2 are shifted to higher
binding energies by 0.4 eV and 0.2 eV, respectively, with respect to the corresponding surface core
levels in pure metallic Gd122. This core level shift is slightly smaller compared to the GdAu2 case,
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following the lower electronegativity of Ag compared to Au178.

For HoAg2 the situation is very similar. In fact, the Ho 4f multiplet (Figure 61d)) reveals a trivalent
character. In this case, the 4f emission is identical to the surface component in metallic Ho159. This
means that the 4f emission is shifted by 0.37 eV towards lower binding energy with respect to the
HoAu2 case.  Again,  this  shift  is  expected  due  to  the  lower  electronegativity  of  Ag.  In  the
experimental part, it was mentioned, that sometimes it was difficult to remove completely RE atoms
from previous experiments. Here, in this Figure  61d) we can examine for such possibility. If we
would have a look only on the resonance and anti-resonance of the Ho 4f level, we would not note
any strange behavior.  Nevertheless, here,  for the prepared HoAg2 layer, we added the spectrum
measured at 148 eV, the on-resonance energy of Gd3+. And effectively, there is an emission at 8.8eV
binding energy that could correspond to Gd 4f. It is now worth to estimate in this case, how much
Gd would be incorporated in the surface from this HoAg2 preparation.

Figure 61: Resonant Photoemission of GdAg2 and HoAg2: a),c) photoemission of
Gd and Ho 5p core level regions; b),d) On- and off-resonant photoemission of Gd
and Ho electrons of the valence band energy region, respectively. The theoretical
spectra below are taken from reference 153 and denote calculations of the excited
electrons.

In the region of the 4d-4f resonance, the intensities of the individual terms of a 4f multiplet can
strongly vary as a function of the photon energy. This is because the 4d9-4fn+1 intermediate state
forms a multiplet several eV wide and depends on which term of this multiplet it is excited with the
chosen photon energy and how the final states arising from the Super-Coster-Kronig decay of the
intermediate  state  before interference with the ordinary photoemission states  through the Fano-
Beutler  resonance119.  Outside  the  resonance,  the  intensities  of  the  individual  terms  can  vary

112



additionally due to matrix element effects, which depend on the polarization of the synchrotron
radiation and the photon energy, and in the case of magnetically ordered systems also on the angle
of incidence. In holmium, mainly 4M and 4K states will resonate for the peak with the high binding
energy (EB = 9.3 eV), while the shoulder at the low binding energy side (EB = 8.8eV) is formed from
4F, 4G and 4I states153. The shoulder, unfortunately, coincides energetically almost exactly with the
7F final  state of Gd so the question of a  contamination of Ho with Gd arises and is  naturally
difficult to answer.

If we first look at the GdAg2 spectra, we see that at the 4f resonance (hν = 148eV) the 4f emission is
about 40 times stronger than at anti-resonance (named Gd on-resonant in Figure 61d)). Outside of
the energy of the anti-resonance the enhancement is of approx. a factor of 20. Next, we examine the
HoAg2 spectra. The spectrum taken with 148eV photons consists of two peaks at about 8.8 and 9.3

eV binding energy. With hn = 160eV photons, the peak at 8.8eV forms only one shoulder, which is
also faintly visible at the resonance. The calculated multiplet does indeed show Ho 4f states there at
the shoulder energy. The fact that peak and shoulder are formed from different terms (terms 4M, 4K
for the high binding energy peak; 4F, 4G, 4I for the shoulder) means that it would be quite possible
that there are different resonant effective sections of the shoulder compared to the main peak. Such
an effect can be seen in the 4I term of the multiplet at 6eV binding energy. The latter resonates only
by a factor of 2. The leading peak at 9.3eV of 4M and 4K terms reveal an enhancement factor of 3
from anti-resonant to resonant. We have to take into account, that this value is 10/7 stronger than a
hypothetical 4M and 4K transition in Gd due to the 4f10 (Ho) vs 4f7 (Gd) configurations. Thus, at hν
= 148eV, per atom, the Gd 4f emission should be approximately by a factor of 60 stronger than the
high energy peak of the Ho 4f. If one takes into account that below the possible Gd-derived 8.8 eV
peak of the hν = 148eV spectrum there is still the shoulder of the 4F/4G/4I-Ho4f emission, the Gd
contamination can only be on the order of 1%. This is in agreement to the 5p spectrum of HoAg 2

measured for the same sample (Figure 61c)) that does not indicate possible Gd contamination, e.g.,
peak emissions at 20.5 eV binding energy. This means that we can consider this preparation as a
clean preparation.

We turn back to the initially presented SmAg2 case, (see Figure 60). Resonant photoemission on the
Sm 4f level of the SmAg2 is  shown in Figure  62.  Similar to the case of SmAu2,  three photon
energies have been used corresponding to the off-resonant, the Sm2+ on-resonant and the Sm3+ on-
resonant photon energies of 130, 136, and 141eV, respectively. For the spectrum of the Sm 2+ on-
resonant photon energy, one observes the appearance of two emissions near the Fermi energy, while
in the spectrum at the Sm3+ on-resonant photon energy these two peaks diminish their intensity but
higher binding energy emissions between 5 and 11eV emerge. The latter multiplet structure is very
similar to the SmAu2 4f(Sm3+) emissions shifted 0.22eV toward lower binding energies, as expected
from  the  lower  electronegativity  of  Ag  vs  Au.  The  calculated  multiplet  is  given  below  the
experimental spectra153. The experimentally obtained divalent Sm 4f multiplet appears as two peaks
with some fine structure at 0.3 and 1.1eV binding energy. An integration of the intensity of the
divalent and trivalent multiplets, each at its resonance photon energy, yields that about a 7% of the
Sm in the sample is divalent. As just explained for the HoAg2 case, an exact relation of di- versus
trivalent contribution is difficult to carry out for resonant PE due to the multiple terms that resonate
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at different factors and energies. Therefore a reliable number cannot be given from this data set.
There are two possible sources of this divalent contribution. First, formation of clusters of unalloyed
samarium on the surface due to the lower preparation temperature used in the preparations on Ag.
As is shown in ref.40,179,180, Sm clusters show mixed valence with a divalent contribution that varies
with the coverage. This argument is supported by the observed differences in the amount of divalent
samarium between preparations. The second possible source would be the hybridization to lower
energy of the 5d composed band. If this band would lower enough its energy, electrons from the 4f
could be transferred to that band changing the valency.  In this  second case, we would have an
intrinsic mixed valence in the SmAg2 alloy. To clarify this, further preparations of the sample and
spectroscopy measurements in similar conditions should be carried out to obtain a constant value of
the contributions. Obtaining a constant value would indicate that the alloy is intrinsically mixed-
valent, if the values keep differing, it could be stated that the divalent contribution is in another
phase like the mentioned clusters.

Figure  62: Resonant  Photoemission  on  SmAg2. On-  and  off-resonant
photoemission of the trivalent and divalent chemical states of Sm 4f. The theory
spectra  are  taken  from  reference  153 and  denote  calculations  of  the  excited
electrons.

6.2.1 Valence band structure in REAg2

The  valence  band  structure  of  the  RE-Ag  surface  compounds  has  been  investigated  by  angle
resolved photoemission. Part of the band structure for GdAg2 was already investigated earlier17,47,52.
Nevertheless these published data are taken only above the Curie temperature  TC = 85K of the
material. It is interesting to check the electronic bands below this phase transition. This analysis will
be carried out here. The experiments have been performed at the VUV-Photoemission beamline at
Elettra.

Figure 63 shows the ARPES photoemission intensity mapping of GdAg2 taken at T = 44K (in the

ferromagnetic phase, well below  TC = 85K17)  with a photon energy hn = 26eV. We will use the
same notation of the band structure as for the REAu2 surface compounds.  In the ARPES map, there
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is no sign of the A band. The B band neither appears in the measured range (about 3eV), due to the
higher binding energy of the Ag 4d that compose the B band. The C’ band is formed from Ag s-p
band umklapp processes at the (√3×√3)R 30 º structure. The  C band shows a parabolic shape

splitting in two branches when approaching the Fermi level. One branch shows the apex at 0.25eV
below EF and the other apex is located slightly above EF. This is the first observation of spin-split
bands of a rare-earth noble-metal surface compound in its ferromagnetic state.  Additionally, along

Γ ’ K a band named D with a maxima at 0.2eV is observed that was not visible in the RE-gold
surface alloys. This D band is degenerate with the C band at the Γ ’ point (α’ feature).  

Figure 63: ARPES map of GdAg2 along the ΓMΓ ’ direction at T = 44 K taken 
with a photon energy of 26 eV. The C’ and C  bands are marked in orange and 
green respectively. The D band is marked in blue.

By comparison with the previously published DFT calculations of GdAg2
17 shown on Figure 64a)

and b) we can assign that the C band corresponds to the d xy band, more specifically, the upper and

lower branches with the down ( d xy
↓ ) and up ( d xy

↑ ) spin polarizations of the band. Additionally,

we can observe that the D band has d
x2− y2

↑ character. We further observe in the calculations that

the bands obtained for the free-standing layer are quite similar to the bands of the alloy on three ML
of silver, again (like in GdAu2) confirming the confinement of them to the alloy layer. In general,
the bands of GdAg2 correspond quite well to the ones of GdAu2 (see Figure  36c)) but shifted in
energy. This is expected as both noble metals share a (6s5d)3 valence electronic structure of trivalent
Gd.  Taking this  into  account,  we will  proceed to  compare  now the band behavior  to  the DFT
calculations with SOC calculation of GdAu2 (see section 5.2.1.2). The main reason for this is that
we do not have calculations including SOC for GdAg2. As was indicated previously, the ARPES
map shows that the C and D bands are degenerate at α’ (crossing of d xy

↑ with d
x2− y2

↑ ) and band

gaps open at β (crossing of d xy
↓ with d

x2− y2

↑ ). Very important, we can see in the measurement

that  the  β  gap  is  located  very  close  to  EF. In  GdAu2,   β  gap  opening  happened for  IP spin
polarization. Due to the similar valence contribution of both noble metals Au and Ag, a similar
correspondence is expected in GdAu2 and GdAg2. Band crossing gaps in different DFT calculations
with SOC have been reported in ref. 52. However, in the latter case, the energy splitting of the open
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gaps does not correspond to the experiment. The above mentioned correspondence of the measured
gap opening with  the  IP polarized  DFT bands  rather  indicates  that  ferromagnetic  domains  are
formed when cooling the sample below the Curie temperature. These domains are magnetically
oriented in the IP direction. This is also consistent with the previously reported IP easy axis of the
sample17. Joining all these indications and taking into account the lack of other significant sources
of magnetic anisotropy, we conclude that the band contribution to anisotropy would be IP. If we
now look at the MAE calculation of GdAu2, we can position the charge neutrality at the β feature
(purple line in Figure  64d)). That way, we can see that a negative MAE appears, caused by the
presence of the β gap at EF that maximizes the MAE value. This high value of the MAE can explain
the reported stronger IP anisotropy of GdAg2 with respect to GdAu2.
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Figure 64: DFT simulated band structure of GdAg2 and its relation to GdAu2. a)
DFT simulated layer of freestanding GdAg2 layer without SOC and b) supported
on 3ML of  Ag. Note that  the colors  indicate opposite  spin directions.  c)  DFT
simulated band structure of freestanding GdAu2 with SOC. Colors denote different
directions of spin polarizations. d) MAE calculated for GdAu2 for unsupported
(red)  and on top  3ML of  Au (blue).  The  violet vertical  line denotes  the Ne=0
position for GdAg2 taking into account that the  b band gap opening in ARPES
appears very close to EF.

The ARPES valence band dispersion measurement of SmAg2 is shown on Figure 65. We will also
here follow the typical REAu2 (see section 5.2.1.2) nomination for naming the bands. In this case,
the A band is visible and has an electron like behavior with its minima at 0.27eV (on the limit of the

117



Ag(111) Γ  gap181). As in the case of GdAg2, the C and D bands are identified with the d xy and

d
x2− y2

↑ bands  of  the  DFT  simulation. The  C’ band  is  formed  from  umklapp  of  the

(√3×√3)R 30° reconstruction  of  the  surface  confined  Ag  s,p  band.  A  very  intense,  non

dispersive band appears at 0.9eV. It has been identified previously as Sm2+ 4f5/2 emissions. We do
not observe band bendings or dispersion of the 4f core level emissions with C and D bands. This
fact  reinforces  the  hypothesis  that  the  divalent  samarium  arises  from  non  alloyed  clusters.
Nevertheless, we also observed that in EuAu2 such bendings of the 4f level not always take place.
Above TC, the C band of SmAg2 reveals a conical hole like shape with the apex cutting at EF. The D
band shows similar shape as in GdAg2 but upward shifted, with its local minimum at 0.1eV from
EF. The D and C bands show a crossing near the minimum of the D band.
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Figure 65:  a)-d) ARPES photoemission intensity map of SmAg2 along  ΓMΓ ’
and Γ ' K ' direction at 52K and 9K, respectively.  A schematic representation
of the bands is over-imposed to the photoemission maps.



Below TC, the  C band splits into the d xy
↓ branch which has the apex slightly above  EF and the

d xy
↑ with an apex at 0.27eV below  EF.  Additionally,  the  D band shifts upward, with the band

inflection now above the Fermi level and invisible to us. This means that the band degeneration of
C and D bands at Γ ' and the Fermi energy gets lifted.  As the inflection is now above EF, there is
no crossing between the d xy

↑ branch of the C band and D band although it is possible that the D

band is crossing the d xy
↓ band in the apex resulting in the intensity increase at the apex of d xy

↓ .

Comparing with the simulations on GdAu2 (section 5.2.1.2), from the displacement of the D band
above the d xy

↑ band (α feature in the DFT simulation), we can deduced that the domains formed

after cooling below TC are magnetized in the OOP direction.  The latter could be expected due to the
strong OOP easy axis of the SmAg2 sample (see section 6.3.2). All these observations results from
the peak fit analysis carried out above and below the Curie temperature of SmAg2. The energy
dispersive curves at Γ ' are shown in Figure 66. We observe that below 25 K the shape of the C
and  D bands changes. The  C/D bands above  TC gave rise to the photoemission peak at 80 meV
binding energy. Below TC we see a shift downward that we interpret as the majority spin branch of
C, while the intensity close to EF disappears as a result to an additional upward shift of the minority
C branch above EF. The peak fit analysis places the minority peak right above EF by 20 meV, while
the majority part moves downwards till 140 meV binding energy. Nevertheless, in order to clarify
the experimental observations, specific DFT simulation will be needed to extract the band above EF.
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Figure 66: Peak fit analysis of photoemission spectra taken at Γ ' , the position
corresponding to the second Brillouin zone center of SmAg2. Spectra were taken
above and below the Curie temperature. The Fermi energy was taken from the
same  channelplate  image  as  the  Γ ' emissions,  but  offset  to  avoid  band
crossings. The fitting was carried out applying 4 Lorentz peaks corresponding to
the rest of the Sm2+ 4f at highest binding energy, the A, C majority and minority
bands, respectively. C minority peak width and background was set to coincide
with the majority part. A Shirley background was used to account for inelastic
electrons.

The energy dispersive curves at the Γ ' point at all temperatures of the experiment are shown in
Figure 67.  The main change observed with the temperature occurs by the extinction of the small
peak at approx. 0.1eV being caused by the splitting of the  C band and upward shifting of the  D
band. We can estimate a  Tc of around 30K by the fact that above that temperature the peak stops
changing. This TC value coincides well with the XMCD determined TC, probing that the variation of
the photoemission features with the temperature can be a reliable method for TC determination. The
apparent decay of intensity of the Sm2+ 4f peaks with the increase of temperature is caused by
thermal broadening. 
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6.3 XMCD
The  magnetic  behavior  of  the  rare-earth/noble-metal  (RE-NM2)  surface  compounds  has  been
studied  by  XAS-XMCD  setup  at  DEIMOS  beamline  at  SOLEIL  synchrotron  facility  (Paris,
France). As in the RE-Au2 alloys, two geometries have been used to probe the in-plane and out-of
plane magnetic properties. In both cases, the magnetic field has been applied in the direction of the
incident beam. XAS-XMCD spectra are obtained at a fixed field by varying the incident photon
energy  across  the  M4,5 absorption  edge  of  the  corresponding  rare-earth  metal.  The  grade  of
polarization  has  been  90%.  In  all  cases,  the  XAS-XMCD  data  resulted  from  total  yield
measurements of the sample current, i.e., by measuring the absorption through the total emitted
charge.

6.3.1 HoAg2

XAS and XMCD measurements performed at  6T and 4K in both geometries,  IP and OOP,  are
shown in Figure 68. As in all other studied RE metals, the indicated transition arises from photon
adsorption and energy transfer to electrons that are excited from occupied 3d levels. Both, M5 and
M4 transitions are associated to excitation from the 3d5/2 and 3d3/2 levels, respectively, into the empty
4f and 6p states. However, as the 6p band is broad and weak in comparison, the observed transition
can be simplified to a transition into the empty 4f levels reflecting the magnetization state of the
RE.  As  in  HoAu2,  the  first  thing  we  note  is  the  shape  change  of  the  XAS  between  the  two
geometries. It can be appreciated, that the relation IP/OOP is now reversed with respect to HoAu2

(see figure  43 in  section  5.3.1). As before,  this  change of  shape is  associated to  a  preferential
orientation of the 4f oblate charge distribution. From the inversion we can deduce that the symmetry
axis of the 4f orbital will now be oriented in the IP direction indicating the magnetic easy axis will
be IP.  The increased magnetic dichroism value (factor 1.5) at IP geometry supports this easy axis
assignment as well.
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Figure 67: a) Energy dispersive curves (EDCs) as a function of 
temperature at the Γ ' point of the second Brillouin zone of SmAg2.



The  form  of  the  XMCD  spectra  agrees  with  a  Ho3+ valence  as  already  established  by
photoemission166 (see section 5.3.1). As previously stated, orbital filling of Ho3+ implies an oblate
orbital shape and was one of the main arguments for the high magnetic anisotropy of HoAu2

42.

Figure 68: Ho M4,5 XAS and XMCD spectra of HoAg2 measured at 6T and 4K in
a) out-of-plane and b) in-plane geometry. The higher intensity of the dichroism
indicates an IP easy axis of magnetization.

The  XMCD hysteresis  loops  of  HoAg2 at  4K are  shown in  Figure  69.  In  both,  IP and  OOP
geometry, a rather  “S” shape loop can be seen. Nevertheless, there are fundamental differences.
First, the IP curve reveals a more pronounced change of magnetization at low fields and eventually
reaches  “saturation”  (linear  growth)  at  lower  field  than  the  OOP geometry.  This  confirms that
HoAg2 presents an IP easy axis of magnetization. The other, more important difference is that the
loop in IP direction this time has an opening in the range from -1 to 1T. In this case, approximating
the behavior by a linear interpolation of the loop around the zero field, we obtain a remanence of a
3% of saturation and a coercive field of 35mT. This linear estimation is necessary to estimate the
values near zero field since the XMCD measurement method doesn’t work properly there. As will
be shown next, the stronger “S” shape of the loop compared to HoAu2 is caused by the proximity of
the measuring temperature to the Curie temperature of this alloy.
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Figure  69:  Ho  M5 XMCD hysteresis  loop  of  HoAg2 measured  at  4  K  on  the
maximum of the M5 transition. The shape of the loops confirms IP anisotropy. In
the IP magnetization curve,  an opening can be seen at  small  fields.  Note  the
difference of scale  for the OOP and IP direction.  The inset shows the XMCD
spectra at 6T in IP geometries marking the measurement photon energy.

To  further  understand  the  source  of  the  measured  anisotropy,  we  will  again  split  the
magnetocrystalline anisotropy into  two contributions,  the  band anisotropy and the  crystal  field
anisotropy. As always, shape anisotropy contribution can be depreciated as the order of magnitude
of the effects are way below the measured ones.

In the present case HoAg2 presents Ho3+ valence and as was shown on section  5.3.1 shares the
valence of GdAg2 and in similar way to the RE3+Au2. It is expected that the shared valence will
cause a similar band structure. Therefore we can assume that the contribution of the band anisotropy
would be IP as in GdAg2. But this term does not explain the change of shape in the M4,5 transition
as, considering the 4f is only weakly interacting and not  hybridizing with the valence bands, the
band  anisotropy term cannot lock the  symmetry axis of the orbital.  To get that, the crystal field
contribution is necessary.

As a short  reminder,  the crystal  field  anisotropy is  given by the  electrostatic interaction of the
electric quadrupole associated to the charge distribution of the 4f and the quadrupole created by the
charge distribution of the rest of the electrons. As it was commented for HoAu2 before, in Ho3+ 4f
shell has an oblate shape, which causes a negative quadrupole moment. The fact that in this case the
symmetry axis of the 4f shell is in the in-plane direction, indicates that HoAg2 creates a positive
quadrupole on the RE. This means, substitution of Au to Ag in the structure has inverted the sign of
the quadrupole term of the crystal field. This change is unexpected since Au and Ag present similar
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electronic band structure and electron  affinity.  This change of  sign in  the quadrupole could be
caused by a slight distortion of structure, e.g., a different height of the RE in the layer, or by a
different  intensity  of  the  surface  dipole  associated  to  the  difference  in  work  function  between
Au(111) and Ag(111), but further studies will be necessary to find the source of the change.

After the analysis of the anisotropy, we can further comment on the hysteresis. As was already
commented,  coherent  rotation  in  the  case  of  Ho  is  not  a  good  model,  as  the  high  magnetic
momentum favors greatly the formation of small domains.  Furthermore, coherent rotation cannot
explain coercivity in the IP axis,  because, as was commented for the case of SmAu2 (see section
5.3.3) the magnetization would rotate freely in the plane. Domain wall movement, nevertheless,
provides good explanation of the origin of the coercivity once we go back to the structure of the
HoAg2 alloy. As was seen in section 6.1 HoAg2 alloy structure is formed of a quasiperiodic lattice of
dislocations in which the coordination of the Au and Ho atom changes. This change of coordination
imply local changes of anisotropy and exchange, which can offer favorable locations for the domain
wall  to  stay,  or  said  in  another  words,  this  dislocation  act  as  “pinning  centers”  hindering  the
movement of the domain walls and stabilizing the magnetization. This effect is similar to the large
remanence in  EuAu2,  which  presents  also  a  defect-rich  structure,  but  such pinning centers  are
missing in the cases of GdAu2, HoAu2 and DyAu2 that form (almost) defect-less layers.

As a last point in this section, the TC of HoAg2 has been determined by measuring the temperature 
dependence of the hysteresis loop and applying the Arrot plot methodology (see section 3.2.5 and
5.3.1).  Figure 70a) indicates that at the lowest temperature the loop shows clear coercivity, which is
lost for higher temperatures, with the loops also evolving to a more linear behavior. Figures 70b) 
and c) show the Arrot plot analysis and the final linear fit used to extract the Curie temperature. The
Curie temperature determined by this method is TC = 11K, much lower than the Curie temperature 
of HoAu2 (22K). This was again unexpected as the previous studied silver substitution, GdAg2, 
caused an extreme increase in the TC to 85K compared to GdAu2 with TC = 19K17. This implies that 
a more complex model than a simple RKKY will be necessary to understand the coupling in this 
alloys, including the structure and electronic bands of the alloy.
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Figure  70:  Temperature  dependence  of  the  hysteresis  loops  for  HoAg2:  a)  IP
magnetization curves as a function of sample temperature, b) Arrot plot M2 vs
H/M curves and their high field fits (dotted lines). The H/M=0 crossing points are
used in c) to determine the Curie temperature TC of the HoAg2 system.

6.3.2 SmAg2

Sm M4,5 XAS and XMCD measurements performed on SmAg2 monolayer at 6T and 4K are shown
in Figure 71. As in all previous spectra of RE, there are two transitions, the M4 from the 3d3/2 and
M5 from 3d5/2 into the 4f shell. Again, the transition intro the 6p level has lower probability and is
broad, therefore we expect no distinguishable peaks. The difference in the XAS spectra between IP
and OOP geometries is faint and mostly localized in the M4 transition. A more intense difference
exists in the dichroism (XMCD). There, it can be seen that the intensity in the OOP direction is
about 3 times higher.  This clearly indicates that the sample reveals an OOP easy axis. This, as in
HoAg2, is inverted with respect to the respective REAu2 alloy.

The shape of the XAS spectra is in good agreement with the one of SmAu2 and the trivalent Sm of 
bibliography166, but it could also hide a divalent contribution. In order to disentangle this, 
calculations of the absorption multiplet would be necessary. From photoemission spectroscopy we 
found a mixed Sm2+/Sm3+ behavior (section 6.2). As a reminder, the dominant trivalent Sm3+ valence
state implies a prolate shape of the 4f electron distribution. Finally, a small contamination of Eu can
be appreciated (marked in violet). This M4,5 transition from earlier Eu/Ag trial experiments can be 
appreciated better in the XMCD signal due to the much higher magnetic dichroism of Eu compared 
to Sm. Nevertheless, an estimation of the amount by integrating the XAS signal leads to a 
contamination level below 1.5%. This contamination arises most likely from a low amount of Eu 
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that may have diffused into the bulk (see section 4.2.1.1 for sample cleaning) of the Ag crystal that 
was not completely removed during sample cleaning.

Figure 71: Sm M4,5 XAS and XMCD spectra of SmAg2 measured at 6T and 4K in a)
OOP and b) IP geometry, respectively. Higher intensity of the dichroism  indicates
an OOP easy axis of magnetization. A small Eu contamination (contamination 
level of 1.5% with respect to Sm) is visible and marked in violet.

XMCD loops of SmAg2 at 4K are shown in Figure 72. In the OOP loop one can immediately see a 
completely open loop, while in the IP direction there is only a paramagnetic behavior observed. 
Looking at the data in more detail, it can be observed that the linear part of both loops is parallel. 
From that, we can deduce that in the sample we have two phases, the alloy with highly anisotropy 
ferromagnetic behavior and an additional isotropic paramagnetic phase. That paramagnetic phase is 
most likely (and as was proposed in section 6.2) Sm at the surface without alloying but forming 
clusters. Such clusters can have a mixed valence whose ratio varies on the cluster amount and 
size179,180. After correcting the loops to account for this paramagnetism, what we have is an almost 
square loop in the OOP direction and near-zero magnetization in the IP direction (Figure 72 upper 
inset). It should be noted that after this correction the sample remains saturated after the field 
removal showing no demagnetization. We have to remark the impressive coercive field of 5.2T. To 
explain this behavior we have to take two aspects into consideration, (i) the anisotropy and (ii) the 
magnetic moment of Sm.
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Figure 72: Sm M5 XMCD Hysteresis loop of SmAg2 measured at 4K.  The curve
reveal a clear “square-like” shape. Upper inset shows the loop after subtracting a
paramagnetic  behavior. The  lower  insert  shows  the  XMCD  spectra  in  OOP
geometries marking the measurement photon energy.

As previously explained for SmAu2 (section 5.3.3), the shape anisotropy can be neglected for Sm 
due to its small magnetic moment. Next, we split the two contributions of the magnetocrystalline 
anisotropy. First, we consider the band anisotropy. As an initial consideration, due to the Sm2+ 
having no magnetic momenta, from now on we will simplify the discussion by considering only the 
Sm3+ part. As we did with HoAg2 (section 6.3.1) we can base the band anisotropy on the shared 
electronic structure of the alloys and deduce the contribution from the IP easy axis of GdAg2

17 (that 
only has band contribution). That way, we can expect the band term to favor IP easy axis. But, this 
is opposite to the seen anisotropy, which means that the term dominating will be the crystal field 
anisotropy.

The crystal field anisotropy is the energy term introduced by the electrostatic  interaction of the
quadrupolar term of the magnetized 4f shell. As was seen in the case of HoAg2 substitution of Au
for Ag has changed the sign of the quadrupole of the crystal field to positive value. The Sm3+ has an
oblate  charge  distribution  that  implies  a  positive  quadrupole.  The  electric  interaction  of  both
quadrupoles will then favor the symmetry axis to be oriented in the OOP axis. This, together with
the strong LS coupling84 characteristic of Sm will cause the strong anisotropy with an OOP easy
axis.

The second aspect that we wanted to discuss was related to the magnetic momentum of Sm that is
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quite small, about 1/10 of the values of the other RE. Such a low magnetic momentum is caused by
the  spin  and  orbital  moment  being  in  opposite  directions  as  imposed  by  Hund’s  rule.  The
implication of the low magnetic momentum is that the difference in energy between the momentum
being parallel or anti-parallel to the magnetic field is small, since the energy is proportional to the
magnetic moment.  As a consequence,  the sample magnetization is only affected by high fields.
Specially for the case of IP magnetization direction, it implies that the magnetic field is not capable
of  overcoming the  anisotropy barrier  preventing  magnetization  of  the  sample  in  that  direction,
making the sample behave as an ideal Ising ferromagnet.

After this comments on anisotropy and magnetic moment, we can give an explanation on the cause
of  the  extremely  high  coercivity.  As  was  commented  already  in  the  case  of  SmAu2,  the  low
magnetic moment of samarium will favor the formation of big domains, including the possibility of
a single domain. A second consideration to make is, that the high anisotropy in the OOP direction
will confine the moments in that OOP direction. The consequence of this is that the domain walls
will be abrupt and more difficult to move. Domain wall movement, then, will be a minor term (or
even non-existent) in the re-magnetization dynamics. Removing the possibility of DW movement
for the re-magnetization, we can model the  system trough coherent rotation. That way, the high
anisotropy imposes a high energy barrier between the two possible stable magnetization states. To
flip the magnetization, it is necessary to overcome this barrier, or what is the same, either a high
enough field (the coercive field) or a high enough thermal energy (reaching temperatures close to
TC) are necessary.  As a reminder, in the case of SmAu2 (section 5.3.3), the coherent rotation does
not lead to coercivity due to the IP easy axis. The IP easy axis, confines the magnetization to the
plane, but allows free rotation in it, allowing decoherence of the magnetization by the rotation of the
magnetization in the plane.

As for all the other alloys, the Curie temperature has been determined by the measured temperature 
dependence of the hysteresis (Figure 73). The Arrot plot analysis results in a Curie temperature TC =
30K. This is approx. a factor of 3 higher compared to SmAu2 and is similar to the increase in the Gd
case: TC = 19 and 85 K for GdAu2 and GdAg2, respectively). In the former section on HoAg2 we 
saw a lower TC as in the HoAu2 case. Here, we see that Ho is then rather the exception.
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Figure  73:  Temperature  dependence  of  the  hysteresis  loops  for  SmAu2:  a)
magnetization  curves  as  a  function  of  the  sample  temperature,  b)  Arrot  plot
analysis of the M 0

2 values to determine the TC = 30K result.
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7 Hybrid organometallic interfaces

7.1 CuPc/REAu2 system

7.1.1 Structure analysis

1ML of  CuPc  molecules  was  adsorbed  on  several  REAu2 surface  compounds,  specifically,  on
GdAu2,  HoAu2 and YbAu2 monolayers.  The growth and structure of CuPc on top of them was
studied by low-energy electron diffraction (LEED) and scanning tunneling microscopy (STM) at
room temperature. In general, the structure of the molecular layer is characterized by the formation
of a densely packed molecular layer that is commensurate with the REAu2 surface.

The  growth  of  CuPc  layers  on  REAu2 shows analogous  LEED  patterns  on  all  three  REAu2

substrates studied here. Figure  74a) to c) display LEED images from measurements of 1ML of
CuPc on HoAu2, YbAu2 and GdAu2, respectively. The CuPc molecule has a 4 fold symmetry while
the  REAu2 surface  has  a  3  fold  symmetry.  In  order  to  macroscopically  respect  the  substrate
symmetry, it forms 3 rotational domains. This effect on Pc overlayers grown on hexagonal surfaces
is already well documented110,182,183. The surface unit cell of CuPc in this particular case results to be
rhomboidal with a lattice parameter  a=1.43nm and an angle of θ = 80º between the two lattice
vectors. It appears marked by a solid red line in Fig. 74a) for the CuPc/HoAu2 case. The solid green
and violet lines represent the unit cells of the other two rotational domains, which are rotated by 60º
degree respect each other. Similar LEED patterns have been measured on 1ML of CuPc/YbAu2

(Figure 74b)) and CuPc/GdAu2 (Figure 74c)). The complex epitaxy of CuPc (four-fold symmetry)

on hexagonal REAu2 surfaces can be expressed by the matrix ( 2 1
−2 3) . This matrix only has

integer  values,  which indicates  that  the growth is  commesurate148 with respect  to  the substrate.
Considering this  arrangement,  the packing density  of  the CuPc overlayer  results  to  be of  0.49
molecules/nm2,  very  close  to  the  value  obtained  in  CuPc  on  Au(111)  (0.5  molecules/nm2)183.
However, the unit cell of a CuPc ML adsorbed on Au(111) is a square lattice. In part d) of Fig. 74
we show the extended LEED pattern including second order diffraction spots of the molecules that
can be directly be compared to the LEED images. From LEED measurements one can only evaluate
the lattice and periodicity but not the adsorption sites of the atoms. Another technique is needed to
solve this problem.
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Figura 74: LEED patterns of CuPc on a) HoAu2, b) YbAu2 and c) GdAu2 surfaces 
taken for an electron energy of 11.5eV. The surface unit cells of the three 
equivalent rotational domains are displayed (red, green and blue lines). All of 
them together contribute to the observed pattern. d) Simulation of the 
CuPc/REAu2 LEED pattern carried out in “LEEDpat”184 up to the second order 
diffraction. Each rotational domain is marked in a different color: blue, green and
red.

The ordering of the molecules at the surface is confirmed by scanning tunneling microscopy (STM)
measurements.  Figures  75a)  and  b)  display  STM micrographs  of  CuPc  grown  on  HoAu2 and
indicate one of the three rotational domains of the CuPc ML.  The high extension of the ordered
molecules on the surface with the low density of defects is a good indicator of commensurated
growth. This kind of growth implies the existence of favorable sites of absorption. As in the case of
LEED, the precise adsorption site of molecules cannot be determined neither by the STM technique
since we observe only the top molecular layer but not the underlying one. The good quality of the
CuPc layer allows the  application of a Fast Fourier Transform (FFT) to the STM image of CuPc
(Figure  75c)).  This  transformation pass the information from real space to  frequency space, the
resulting pattern is used to analyze the periodicity measured in the topographical images of STM.
Therefore, we can compare the image obtained after the application of a FFT filter (Figure 75c)) to
the LEED diffractogram of one of the three rotational domains formed in the CuPc layer on HoAu2

of Fig.  74a). The self correlation function has also been used to extract the lattice constants, see
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Figure 75d). This transformation allows the extraction of the lattice by marking the periodicity of
the image in real space (see section 5.1) by removal of the motive (shape of the molecules) from the
image in order to distinguish the Moiré periodicity of the substrate, which is marked in green. In
Figure 75 the surface lattice of CuPc is marked in cyan while the Moiré periodicity of the substrates
underneath is marked by green dashed lines in the FFT image. 

Figure 75: STM micrographs of CuPc (1ML) grown on HoAu2. a) Large scan area
(image 30´26nm2, U = 0.5V, I = 0.2nA). One observes the ordered arrangement
of  the  CuPc  molecules.  The  surface  unit  cell  of  CuPc  is  marked  in  cyan.  b)
Zoomed area (image 15´14 nm2) to show the arrangement of the molecules. The
dark areas represent the Moiré pattern of the HoAu2 surface that is below the
CuPc layer. The molecular unit cell is marked in cyan. c) and d) show the result
after  the  application  2D  FFT  (Fast  Fourier  Transform)  and  the  SCF  (Self
Correlation Function) of a). The sharpness of these 2 transformations shows the
high precision of the periodicity of the CuPc layers. The surface unit cell of the
CuPc layer is drawn in cyan, and the unit cell of the alloy is marked in green.
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The same ordering  of  CuPc molecules  is  observed by STM measurements  on YbAu2.  Fig.  76
displays a STM micrograph of CuPc grown on YbAu2 and reveal the three rotational domains of the
CuPc ML in a single image. The frontiers between the rotational domain are marked in yellow and
blue.  Figure  76b) and d)  are  zoom-ins  of  two of  these domains  of  CuPc (areas  1 and 2).  The
corresponding Fourier transformed images of these STM micrographs are displayed in c) and e),
respectively. The 60º degree rotation between both diffraction patterns is clearly observed, which
verifies the rotational domains that have been observed in the LEED patterns.  In Fig. 76a) terraces
of the YbAu2 alloy are observed and marked in blue. It is seen that around these terraces there is no
preferential adsorption geometry in which molecules would get fixed but rather follows the growth
of the layer in the adjacent domain. This indicates that step sites are not a favorable adsorption
positions. This points to the fact that there are favorable adsorption sites in the surface alloy. Such
favorable positions are most likely Au or RE atoms of the surface compounds.

Figure 76: STM micrograph of CuPc on YbAu2. a) Large area scan of the sample
(image size 48´42nm2, U=0.5V, I=0.2nA) showing 2 of the 3 possible rotational
domains of CuPc.  Terrace edges are marked in  blue, crystallographic domain
walls of the CuPc layer are marked in yellow. b) and d) Small scale images of
areas 1 (image size 26´22nm2), and 2 (image size 10´10nm2), of part a). c) and e)
show the corresponding 2D FFT of the STM images shown in c) and e). 

7.1.2 Electronic structure

The valence  bands of  adsorbed CuPc MLs on REAu2 surfaces  (RE = Yb,  Gd,  Ho) have  been
investigated by angle resolved photoemission spectroscopy (ARPES).

The measurements were carried out on pristine REAu2 surfaces and upon CuPc adsorption. The
results are presented in Figure 77. The characteristic dispersing bands of the REAu2 surfaces that
have been discussed in sections 5.2.1.2 and 5.2.2.1 can be appreciated. The growth of CuPc on top
introduces new non-dispersing bands that are assigned to the highest occupied orbital (HOMO)
levels of the adsorbed molecule. Important to note is, however, that the REAu2 band structure is still
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visible although with a strongly reduced intensity due to the very surface-sensitive photoemission
measurements  (hν  =  21.2eV,  30eV).  At  first  glance,  the  band  structure  of  the  REAu2 surface
compounds seems to be unaffected upon CuPc adsorption, with the exception of the so-called  A
band. This band is located close to the Γ̄ points and has an electron-like dispersion. It is observed
that, after CuPc deposition, the  A band binding energy (EB) displays a small shift (δEB) to lower
energies at Γ̄ . This effect confirms the surface-state like character of the A band, which seems to
be very sensitive to the adsorption of adlayers. Figure 77a), c), and e) displays the photoemission
intensity mappings of electronic bands of pristine HoAu2, GdAu2 and YbAu2, respectively, and in
Figure 77b), d), and f) the same measurement after the adsorption of 1 ML of CuPc. 
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Figure 77: ARPES photoemission intensity plots along Γ̄ M̄ Γ̄2 of a) pristine HoAu2, c) GdAu2, and
e) YbAu2, prior and in b), d), and f) after 1ML of CuPc adsorption, respectively. New, non-dispersing
bands  originate from the HOMO levels of  the molecule. HoAu2 and GdAu2 experiments have been
carried  out  at  our  home laboratory  with  HeI  light,  hν =  21.2eV,  the  YbAu2 experiment  at  VUV-
Photoemission beamline at Elettra synchrotron (hν = 30eV).

Figure 78 shows the energy dispersion curves at an emission angle of 0º ( Γ̄ point) where one can

detect the binding energy shift (DEB) of the  A bands. In the case of YbAu2,  EB at the  Γ̄ point
shifts from 0.92eV in the pristine alloy surface to 0.84eV upon CuPc adsorption, a shift of 80meV.
However, for HoAu2 and GdAu2 EB is shifted from 1.03eV in the pristine surface compounds to
0.99eV after CuPc deposition, the shift amounts to only 35meV. ARPES studies performed on rare-
gas/Au(111) and organic molecules/Au(111) interfaces have ascribed a similar shift of the surface-
state band to the pushback effect185. It has been shown that a universal curve can be established that
relates the shift with the adlayer height above the metal surface, while the substrate work function
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plays a minor role186. As was shown in section 5.2.1.2, the A band is formed upon REAu2 interaction
with the Au(111) support. This implies that its  expansion into vacuum is smaller compared to the
usual Shockley-like surface states in noble metals. This can also be  understood in the universal
curve as a due to higher absorption distance. Therefore, the pushback effect due to interaction with

CuPc will be weaker than usual. Indeed, the observed DEB values are lower than other typical shifts.
For example, the Shockley state shift caused by PTCDA physisorption ranges from 0.164eV on
Au(111)187 to 0.95eV on Ag(100)188. The smaller shift for the CuPc layer case on HoAu2 and GdAu2

with respect to YbAu2 is caused by a slightly higher adsorption distance of the layer in the trivalent
alloys with respect to the divalent one.  This was proven by the calculations carried by Dr.  M.
Blanco-Rey from the University of the Basque Country189. 

Figure  78: Normal  emission  photoemission  measurements  for
CuPc/REAu2 before  and  after  CuPc  adsorption.  The  spectra  were
measured on CuPc ML grown on GdAu2, HoAu2 and YbAu2 MLs.  Note
also the decrease of the 4f emissions in the case of divalent YbAu2.

As previously mentioned, the flat  emissions from the HOMO levels is  best  observed at  higher
emission angles. The F-LUMO may get occupied for chemisorbed systems like CuPc/Ag(111)182 or
TiOPc/Ag(111) 110,190, but is unlikely to happen on physisorbed cases like CuPc/Au(111)183. Figure
79 shows the photoemission results at an emission angle of θ=45° of 1ML of CuPc on HoAu2,
GdAu2 and YbAu2 as well as for CuPc on pure Au(111). The latter one is used as a reference to
estimate and compare energy shifts of HOMO band among the CuPc/REAu2 samples. In none of the
four systems, F-LUMO emissions occur below the Fermi level  EF. However, the HOMO related
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features are readily seen,  presenting different shifts  with respect to the reference CuPc/Au(111)
system. In the case of YbAu2, this shift amounts to 0.26eV, while in the other two cases this value
increases to approximately 0.5eV. The exact HOMO positions have been obtained after peak fit
analysis using Lorentzian lines and taking into account the vibrational couplings of CuPc191–193. The
results are presented in Table 4.

Figure 79: Photoemission measurements indicating the CuPc HOMO
for  CuPc/REAu2 samples  (RE:  Gd,  Ho,  Yb)  in  comparison  to
CuPc/Au(111).  The experiments were taken at an emission angle of
45º with a photon energy of 21.2eV (He Iα). In the Yb case, the intense
4f emissions of divalent Yb can be appreciated.

In addition,  the interaction strength of CuPc with the different  REAu2 surfaces was studied by
analyzing core levels with X-ray photoelectron spectroscopy (XPS). Figure 80 shows N 1s and C 1s
core levels measured on CuPc/HoAu2 and CuPc/YbAu2. These core levels were measured at VUV-
Photoemission beamline of the Elettra Synchrotron in Trieste, with photon energies of 520eV for N
1s and 390eV for C 1s. Core level shifts of both N 1s and C 1s to higher binding energies with
respect to the CuPc/Au(111) emissions were detected (see Table  4). As in other works, the broad
peak of N 1s emissions is attributed to the contribution of two non-equivalent nitrogen atoms within
the Pc ligand that cannot be resolved due to the line width of the peaks194. In order to disentangle
both contributions, a peak fit analysis was carried out using two individual Doniach-Sunjic peaks195

of the same width, asymmetry, and Shirley background196. On the other hand, the analysis of the C
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1s core level of CuPc reveals three different contributions: first, the strongest emission corresponds
to the 24 carbon atoms of the benzene rings, second, the contribution from the 8 carbon atoms in the
pyrrole  structures,  and third,  a  shakeup satellite197.  The  fit  results  are  included in  Figure  80b).
Similar to the result from the HOMO level shifts, the core level shifts in CuPc/YbAu2 amounts to
approximately one half of those in the HoAu2 and GdAu2 cases with respect to the CuPc/Au(111)
system. This result indicates that the YbAu2 surfaces show a slightly weaker interaction compared
to GdAu2 and HoAu2 with the CuPc molecules, taking Au(111) as a reference. The exact positions
of the core levels are again included in Table 4. From all the photoemission results, and taking into
account that the HOMO-LUMO gap is of the order of 3eV198 we extract that  EF is located well
inside the HOMO-LUMO molecular gap, far from the edges. In such scenario we do not expect a
significant amount of charge flowing to align the Fermi level to the molecular levels.

Figure 80: X-ray Photoemission measurements for CuPc/REAu2

samples.  a) N 1s and b) C 1s core levels of 1 ML CuPc grown
on HoAu2 and YbAu2. For comparison N 1s and C 1s core levels
of  1ML  of  CuPc/Au(111)  are  displayed  as  reference.  The
reference spectra of CuPc/Au(111) is taken from ref. 199.

Last,  experimental work function  (Φ)  measurements  were  performed  by  photoemission
spectroscopy from the cutoff of the secondary emitted electrons on pristine REAu2 substrates and
upon  adsorption  of  1ML of  CuPc  on  top.  Φ  was  evaluated  by  ARPES  measurements  in  our
laboratory using normal emission geometry and HeIα (21.22eV) photons. In order to be able to bring
the secondary electrons into the  analyzer,  a  voltage has been applied to the sample (extraction
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voltage) displacing the complete emission  spectra to  higher kinetic energies.  Then, cutoff of the
secondary emitted electrons and EF is measured for each extraction voltage. The work function is
obtained by evaluating the energy difference between the Fermi level  EF and the photoemission
cutoff for several extracting voltages (5V, 10V and 15V). Several  extraction voltages have been
used to eliminate artifacts200,201. Figure 81 shows the photoemission cutoffs of the Φ measurements
for  the pristine REAu2 and CuPc/REAu2 surfaces. For simplicity, only the 15V sample potential
measurements  are  shown. The  corresponding  changes  in  the  work  function  ΔΦ upon  CuPc
adsorption on each REAu2 surface is calculated with respect to the CuPc/Au(111) sample, which
has been used as reference sample. The Φ values are included in table 4. The work function changes
after  CuPc adsorption is  related to the surface dipole induced by the molecules.  This dipole is
caused  in  turn  by  the  Pauli  push-back  effect,  which  is  commonly  observed  in  metal-organic
interfaces202–205. This Pauli repulsion was also seen as source of the displacement of the A band. The
highest ΔΦ values are found in the samples of CuPc/HoAu2 and CuPc/GdAu2.  For the pristine
alloys (without CuPc), Φ displays similar values for both GdAu2 (4.89eV) and HoAu2 (4.88eV)
surfaces. However,  the highest Φ is measured in YbAu2 (4.98eV). This is an unexpected result
considering that Yb as pure element exhibits smaller work function values than Ho and Gd due to
its divalent configuration206,207. From table 4 we see, that ΔΦ, ΔHOMO and the changes in the core
levels are directly correlated. This clearly points to a vacuum level pinning of the molecular energy
levels in our samples199,205, which means that the behavior of the samples is close to the Schottky-
Mott limit208.
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Figure  81: Photoemission  cut-off  measurements  for  CuPc/REAu2 samples  and
CuPc/Au(111)  (solid  lines)  as  well  as  the  clean  substrates  (dashed  lines)  for
extraction of the work function values. Work function shifts produced by the CuPc
adsorption  are  indicated.  Measurements  were  taken  with  HeIa light  (hn =
21.22eV) applying a sample voltage of 15V. The F  shifts are included.

In order to estimate a possible LUMO energy position for our samples, we consider a molecular gap
of  3eV,  obtained  from  a  combination  of  normal  and  inverse  photoemission  measured  on
CuPc/Au(111)  reported  in  ref.198.  CuPc  on  all  investigated  REAu2 systems  and  on  Au(111)  is
physisorbed, although on REAu2 it reveals a slightly stronger electrostatic interaction. Therefore,
the  predicted  bandgap for  CuPc/REAu2 should  be  close  and somewhat  smaller  than  3eV.  This
argument is based on the fact that the bandgap of molecules adsorbed on surfaces becomes smaller
in case of stronger interactions205,209. Hence, we can extract the following LUMO level positions of
CuPc on the substrates: 1.92eV on YbAu2, 1.73eV on GdAu2, 1.67eV on HoAu2 and 2.18eV on Au.
It is worth to note that the energy difference between the HOMO and the Fermi level on one hand
side and between the LUMO and the  Fermi level on the other hand side (/HOMO Eb/-/LUMO
EB/)for GdAu2 and HoAu2 substrates is  quite small  (approx.  0.4eV),  but  this  value doubles for
YbAu2 substrate  (0.84eV)  and is  even  higher  for  CuPc/Au(111)  (1.36eV).  Similar  LUMO and
HOMO values (neglecting the sign) mean that  EF is located close to the middle of the molecular
gap. Such systems allow simultaneous injection of electrons and holes into the organic layer. Such
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effect,  called ambipolar  injection,  is  key to achieve an effective electron-hole recombination in
organic light-emitting FETs 210–212. We see, that in our system (CuPc) we can tune the value of the
HOMO and LUMO levels with an adequate RE element of the substrate. This opportunity opens the
possibility to tune band alignment on demand.

Table 4: Binding energies EB, core level shifts of N 1s and C 1s and binding energies measured on 1
ML CuPc grown on REAu2 surface compounds for RE = Yb, Gd and Ho. The first column is the
HOMO position with respect to EF.  The binding energy differences  DEB of  these quantities are
refereed to the binding energy values measured on 1 ML of CuPc on Au(111).

HOMO EB

(eV)
HOMO

shift ΔEB

(eV)

N1s EB

(eV)
N1s shift
ΔEB (eV)

C1s EB

(eV)
C1s shift
ΔEB (eV)

Φ
(eV)

ΔΦ
(eV)

CuPc/
YbAu2

1.08 0.26 398.45 0.22 284.18 0.26 4.54 0.27

CuPc/
GdAu2

1.27 0.45 398.78 0.40 284.50 0.44 4.35 0.46

CuPc/
HoAu2

1.33 0.51 398.74 0.49 284.41 0.49 4.35 0.46

CuPc/
Au(111)

0.82 - 398.20 - 284.14 - 4.81 -

7.1.3 Magnetic properties

We have studied the magnetic behavior of the CuPc/GdAu2 and CuPc/HoAu2 interfaces with the use
of synchrotron radiation at BOREAS beamline in ALBA using XMCD technique. Both  systems
display  an unaltered  ferromagnetism  of  the  REAu2 monolayer  and  antiferromagnetic  coupling
between the molecule and the REAu2 layer. The strong magnetic anisotropy of the CuPc molecule is
still present77.

Figure 82 shows XAS and XMCD measurements performed on CuPc/GdAu2. The spectra have been
measured at the Cu L2,3 edges at 6T and 4K, in IP and OOP geometries. The first observation is that
the intensity of the spectra measured in OOP geometry is more intense than the spectra measured in
IP geometry. This is caused by the high anisotropy of the CuPc molecule itself with a marked OOP
easy axis of anisotropy that is perpendicular to the molecular plane. Previous measurements of the
molecule on noble metal surfaces observed that the magnetic anisotropy of the molecule is caused
by the strong anisotropic charge distribution within the Pc molecule77,213. Therefore, also here, the
dichroic signal measured in the system CuPc/GdAu2 in IP geometry, at the maximum applied field
(6T), is much lower than in the OOP one, with about ¼ of intensity. This indicates that the strong
anisotropy of  the  CuPc  molecule  is  preserved  under  absorption  on  a  GdAu2 surface. The
background observed in XAS below the Cu signal is produced by the EXAFS of the Au N1 edge
transition that depend on the incidence angle.
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Figure 82: Cu XAS and XMCD spectra of CuPc/GdAu2 measured at 6T and 4K at 
the Cu L2,3 in a) OOP  and  b) IP geometry. XAS spectra measured with  C+(C-) 
circular polarization are presented in red (blue), in green we mark the dichroic 
spectra [C+]-[C-] with a different scale.

Figure 83 shows the Cu and Gd XMCD loops of CuPc/GdAu2. For this purpose the photon energy
of the XMCD signal was set to the maximum of the Cu L3 and Gd M5 peaks. For normalization the

signal was divided by a pre-peak value at hn = 925eV (Cu) and 1165eV (Gd) at each field value to
account for beamline instabilities. Measurements on the Cu L3 peak are marked in blue (OOP) and
red (IP). On the other hand, the measurements on the Gd M5 edge are marked in light blue (OOP)
and yellow (IP). The GdAu2 loops match reasonably well with the loops of pristine GdAu2 reported
in the work of Ormaza et al.35. This coincidence indicates that the absorption of the CuPc molecules
does not affect significantly the XMCD loops of the GdAu2 alloy. In the case of the XMCD loops
measured on CuPc there are two different behaviors depending on the magnetization direction. In
the case that the sample is magnetized IP, the magnetization is close to zero for applied magnetic
fields below 1.25T. Above this field, the magnetization grows linearly. In the case that the CuPc is
magnetized in OOP geometry, its magnetization is antiparallel to the magnetization of the substrate
for fields below approx. 0.8T. Above this field the magnetization grows linearly following the field
direction. It crosses the zero magnetization axis at an applied field of 1.1T. In Figure 84 we verify
this observation by showing the XAS and XMCD spectra measured at high fields (6T) and low
fields (0.5T) of the CuPc layer. The XMCD spectra reveal that at low applied fields the XMCD
signal of CuPc in OOP geometry is opposed in sign to the XMCD signal at high fields. Therefore,
there is an inversion of magnetization of CuPc respect to the applied magnetic field in the OOP
direction pointing clearly to an antiferromagnetic coupling (J<0) of the Cu moment in CuPc to the
substrate magnetic moments. However, in the IP geometry, there is an  apparent absence of CuPc
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magnetization at low fields. 

In order to model the interaction of the magnetic response between the CuPc molecule and the
substrates we will use a hamiltonian including three terms. The first term is the action of the applied
magnetic induction field over the molecular spin (Zeeman term). The second terms relates to the
exchange coupling to the surface and the intrinsic magnetic anisotropy of the molecule. In previous
works  on  non-magnetic  subtrates77,78,213,  in  which  there  cannot  be  exchange  coupling,  the  IP
magnetization is much lower than the OOP. From this observation we can deduce that the intrinsic
magnetic  anisotropy of  the  molecule will  be fundamental  to  understand the  dependence  of  the
magnetization with the measurement geometry. This anisotropy part will enter our Hamiltonian in
third place. Additionally, we have to consider the anisotropy of the coupling constant (J). Due to the
quenched L moment of the CuPc (as a result of the hybridization of the Cu orbital to the organic
ligands) we can assume that the electron distribution of the molecule will not be affected by the spin
polarization direction, and as a consequence it will not contribute to anisotropy in J. As we showed
in section 5.2.1.2 the RE 4f levels lay too deep in the atom to couple directly and coupling is trough
valence electrons (RKKY-like). This way, the coupling will be proportional to the density of states
near the Fermi level, and, as was shown in section 5.1.1, the density of states almost equals for both
magnetization directions. Taking that into account, we can approximate the exchange coupling J to
be isotropic, especially when compared to the intrinsic magnetic anisotropy of CuPc. It is common
in the treatment of the Pc molecules that the coupling between molecules will be depreciated as no
ordered magnetism of the pure molecules has been reported. As a result of all these considerations,
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Figure 83: XMCD Hysteresis loops of 0.7ML CuPc/GdAu2  measured at
4K. The measurements were performed at the Gd M5 and at the Cu L3

edges. The measurements of CuPc are marked in blue (OOP) and red (IP
geometries), while the measurements at Gd are marked in green (OOP)
and orange (IP). For the Cu measurements, solid lines has been drawn as
visual guides.



the Hamiltonian of the magnetization of the molecules will be given by:

H= −μ B⋅B⃗⋅S⃗M⏟
Zeeman interaction to the field

− J⋅S⃗M⋅S⃗S⏟
Coupling to the surface

− K⋅|⃗u⋅S⃗ M|⏟
Molecular anisotropy

(29)

H is the Hamiltonian (per molecule),  J the exchange constant between the molecule and the
substrate, μ B the Bohr magneton, K the anisotropy constant,  u⃗ the unitary vector of the easy

axis of the molecule, S⃗ S the magnetization of the surface alloy,  S⃗ M the magnetization of the

molecule and B⃗ the applied field.

From now on we will make separate considerations for each magnetization direction. Starting with
the easy axis of magnetization, it  is immediately seen that the molecular anisotropy favors this
direction. As a result, it will not affect the minimization of energy in this direction. That way, we
can simplify the Hamiltonian to:

H=−J⋅S⃗ M⋅S⃗S−μ B⋅B⃗⋅S⃗ M (30)

In order to simplify further, we can limit the discussion to a single direction for which S⃗ S , S⃗ M

and B⃗  are colinear and we can take them as scalars. Now we can apply the canonical distribution,
or in more simple and direct approach, we apply the Brillouin model solution137:

SM∝ BJ(− J ⋅SS − μb⋅B

k BT ) (31)

k B is the Boltzmann constant BJ( ) is the Brilloiun function for J total moment. From this, we

can see that the magnetization can be zero if:

J⋅ SS=−μb⋅B (32)

As a note, this condition can give a trivial solutions at B⃗=0 if the substrate magnetization is zero
or the coupling is zero. The equation give a non-trivial solution if the coupling is antiferromagnetic
(J < 0).

With the easy axis treated, we can now move to the hard axis data. If we go back to equation 29, we
can see that in  order to minimize the  Hamiltonian in the hard axis,  we have to fulfill  that the
coupling to the surface plus the effect of applied field has to overcome the molecular anisotropy,
that is, the magnetization in the hard axis will not appear until:

| −μb⋅ B⃗⋅ S⃗ M⏟
Zeeman interaction to the field

− J⋅ S⃗M⋅ S⃗S⏟
coupling to the surface

|> K ⋅|⃗SM|⏟
molecular anisotropy

(33)

In the same way as in the OOP case, we can confine to a single direction and exchange the vectors
for scalars. Doing that, we can further simplify by dividing by SM:

(34)
From here, we can obtain the critical field BC at which the sample starts to magnetizes for K that
fulfills
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K=|μB⋅BC+J⋅ Ss(BC )| (35)

Putting the analysis of both magnetization directions together, and knowing that the molecule and
substrate are antiferromagnetically coupled and the molecule has OOP anisotropy, we can calculate
the anisotropy constant of the molecule and the coupling energy according to:

J=
μ B⋅BOOP

SS(BOOP)
K=|μ B⋅BIP+J⋅Ss(BIP)|

(36)

BOOP and BIP represents the critical fields in each direction.  BOOP is the non zero field at

which the magnetization returns to zero, and B⃗IP is the prolongation of the linear growth of the

magnetization to zero magnetization.

In  our  case,  from  Figure  83 we  can  determine  the  critical  fields  as BOOP=1.10T and

BIP=1.25T . This leads to a coupling J = -28μeV and a anisotropy constant K = 136μeV.

Figure 84: Detailed XMCD and XAS spectra of  CuPc/GdAu2. a),b) XMCD at an 
applied field of 6T and 0.5T in OOP geometry, c),d) in IP geometry, respectively. 
Spectra were taken at the Cu L2,3 absorption edge. The inversion of the signal in 
OOP geometry relates directly with the the antiferromagnetic ordering of CuPc to 
the GdAu2 magnetic moments.

The magnetism of the system of CuPc/HoAu2 was analyzed in a similar way as previously shown in
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the system CuPc/GdAu2. Figure 85 displays XAS and XMCD measurements at the Cu L2,3 edge of
the sample CuPc/HoAu2 at 6T and 4K. The measurements were carried out in both, IP and OOP
geometries,  respectively.  We  observe  a  clear  decrease  of  the  XMCD  intensity  of  CuPc at  IP
geometry with respect to OOP geometry measurement. At 6T it is seen that the dichroic signal in IP
direction is about 1/8 of the signal measured in OOP direction. This clearly indicates a strong OOP
anisotropy of the CuPc adsorbed of HoAu2.  As in CuPc on GdAu2, this can be explained by the
adsorption in a planar geometry and the high anisotropy of CuPc with the easy axis perpendicular to
the molecular plane. Importantly,  the magnetization of CuPc in the IP direction is even lower than
in CuPc/GdAu2, being about one half. This is a first sign that the substrate HoAu2  enhances the
anisotropy of the CuPc molecule due to coincidence of their  anisotropies. As it was previously
commented, the non-flat background is likely to arise from EXAFS of the Au N1 absorption edge.

Figure 85: Cu XAS and XMCD spectra of CuPc/HoAu2 measured at the Cu L2,3 

edge at 6T and 4K in a) OOP , and b) IP geometries.  Red (blue) color is used for 
the XAS spectra measured with  C+(C-) circular polarized light,  green for the 
dichroic XMCD spectra [C+]-[C-].

Figure 86 shows the XMCD loops of CuPc/HoAu2.  The XMCD loops measured on the Cu L3 edge
are marked in blue (OOP geometry) and red (IP geometry). The XMCD loops measured on the Ho
M5 transition are marked in light blue (OOP geometry) and orange (IP geometry). The HoAu2 loops
also  match  reasonably  well  with  the  loops  of  the  clean  HoAu2 surface  (section  5.3.1),  which
indicates that the absorption of the CuPc molecule on the surface does not have a significant effect
on the HoAu2 alloy. This is the same situation as previously observed in the case of CuPc/GdAu2.
Here,  the CuPc loops measured on CuPc/HoAu2 display  two different  magnetization behaviors
depending on the magnetization direction. In the IP direction, there is no magnetization until a field
of  2.4T.  Above  this  value  it  grows  linearly  until  6T.  In  the  case  of  the  OOP direction,  the
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magnetization  is  anti-parallel to  the  substrate magnetization  until  an  applied  magnetic  field  of
0.60T.  Above  this  field  the  magnetization  grows  linearly  following  the  field  direction  until
saturation  at  about  4.2T.  Above  this  field  the  increase  in  magnetization  is  reduced  due  to  its
proximity  to  saturation.  Zero-magnetization  (zero  XMCD  signal)  crossing  is  observed  for  an
applied field of 1.05T. Figure 87 shows the XMCD spectra taken at 6T and 0.5T. They confirm the
inversion of magnetization in the OOP direction, and zero or a very small magnetization in the IP
direction at low fields. 

Figure 86: XMCD Hysteresis loop of CuPc and HoAu2 in the CuPc/HoAu2 system.
The loops were measured at 4K. The XMCD loops were measured at the Cu L3

edge for CuPc and at the Ho M5 edge for the HoAu2 surface. The XMCD loops of
CuPc are marked in blue (OOP geometry) and red (IP geometry). XMCD loops of
HoAu2 are marked in light blue (OOP geometry) and orange (IP geometry). For
the Cu measurements, solid lines has been drawn as visual guides.

Following the same argumentation as in the CuPc/GdAu2 case we can determine two critical fields:
BOOP=1.05T and BIP=2.20T .  From  them  we  can  estimate  an  anisotropy  constant  K  =

190μeV and a coupling J =-30μeV. After comparing values of these constants with the case of the
GdAu2 surface, we can see two things. First, the anisotropy of the CuPc is larger in the system
CuPc/HoAu2,  where  HoAu2 have  an  OOP  easy  axis  of  magnetization  identical  to  the  easy
magnetization axis of CuPc. This can be understood, since the exchange coupling between them
will minimize the energy more than in the case of an easy axis of anisotropy that is perpendicular
between the two easy axes. Second, the coupling to the GdAu2 alloy is of similar intensity than the
coupling  to  HoAu2 alloy.  This  second  part  is  expected,  and  can  be  understood  with  some
considerations. First, the coupling of CuPc with the alloy takes place with an imbalance of the spin
(spin polarization) on the valence band of REAu2 alloy. Second, the spin polarization near  EF of
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both alloys is similar. The latter was shown in section 5.2.1.2 and it is caused by the shared trivalent
RE electronic structure. To resume, the CuPc shows similar coupling to both ferromagnetic surface
compounds due to its shared electronic  structure. The shared easy axis direction in CuPc/HoAu2

reinforces  the  magnetic  anisotropy  of  the  molecule.  In  both  substrates,  the  response  of  the
ferromagnetic substrate is unaffected.

Figure 87:  Detailed XMCD and XAS spectra of  CuPc/HoAu2 . a),b) XMCD at an
applied field of 6T and 0.5T in OOP geometry, c),d) in IP geometry, respectively.
Spectra were taken at the Cu L2,3 absorption edge. The inversion of the signal in
OOP geometry relates directly to an antiferromagnetic ordering of CuPc to the
HoAu2 magnetic moments. In in-plane geometry and 0.5T the XMCD values are
too small even after very long measurement times to extract a clear positive or
negative value at the L3 energy position.

7.2 TbPc2/REAu2 system

7.2.1 Structure analysis

1ML of TbPc2 molecules was adsorbed on several REAu2 surface compounds. In particular, the
growth of TbPc2 on the surface compounds was studied on HoAu2 and EuAu2 surfaces by low-
energy electron diffraction (LEED) and scanning tunneling microscopy (STM). The main reason for
this selection of the RE materials is that these substrates have an OOP easy axis of magnetization
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that, as will be shown in next section, favors the OOP easy axis in TbPc2. 

Figure  88 displays the LEED pattern of TbPc2 grown on a HoAu2 surface. In this system TbPc2

grows  with  three  different  rotational  domains,  as  it  is  typically  observed  in  phthalocyanine
molecules  on  several  noble metals  and  in  CuPc  adsorbed  on  REAu2 surfaces,  as  was  been
previously shown.  In Figure 88 the surface unit cell of TbPc2 appears marked by a purple line. The
green and orange lines represent the unit cells of the other two rotational domains, which are rotated
by 60º degree respect each other.

Figure  88: LEED patterns  of  a  TbPc2 monolayer grown on HoAu2

surface alloy. The surface unit cells of the three equivalent rotational
domains  of  TbPc2 are  displayed  (green,  purple  and  orange).  The
surface unit cell of HoAu2 is marked in red, while the unit cell of its
Moiré  is  marked  in  blue.  All  of  them  together  contribute  to  the
observed pattern. The LEED image was slightly rotated off-normal to
be able to observe the (0,0) spot, electron energy was 15eV.

The  ordering  of  the  TbPc2 molecules  on  the  HoAu2 surface  has  been  further  investigated  by
scanning tunneling microscopy (STM). Figures 89a) and b) show the areas of the sample with the
three different rotational domains, with the 60° rotation between them. As commented above, this is
due to the superposition of molecules with 4-fold symmetry over substrates with 3-fold symmetry.
Fig.  89c) shows an area that is focused on one of these domains while Figure  89d) is the self
correlation function (SCF), which is a direct assessment of the repetition (periodicity) in that image.
In  this  case,  the  lattice  of  the  domains  results  to  be  rhomboid  with  a  lattice  parameter

a=(1.53±0.04)nm and θ = 88° between the two lattice vectors. Considering this arrangement,
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the packing density of the TbPc2 overlayer results to be of about 0.45 molecules/nm2, slightly lower
than the value obtained in CuPc on REAu2 surfaces (RE: Ho, Gd, Yb) (0.49 molecules/nm2). It
should be noted that there are molecules grown in a second layer that are randomly located as it is
seen in Figure 89c). A profile analysis performed on several of such molecules grown on top of the
first  TbPc2 layer is  shown in Fig  89e).  The results  indicate  that there are  two heights of these
molecules, one corresponding to 0.4nm expected to be intact TbPc2 and the other one of 0.2nm. For
the latter, there are two possible explanations. They could be single Pc structures from broken TbPc2

molecules during the evaporation214, or triple-deckers (Tb2Pc3) forming part of the first layer215. The
growth of molecules in a second layer (first option with 0.4nm height) indicates that the molecule-
molecule  interaction  pins  the  molecule  and prevent  them (at  least  partially)  to  move to island
borders. Such type of growth concerning the second TbPc2 layer has been also observed on Au(111)
and Cu(111) surfaces216.
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Figure 89: STM images of 1 ML of TbPc2 on HoAu2. a) Area of the sample revealing three different
rotational domains, the domain borders are marked in cyan. (image size 50´50nm2, U = 1V, I =
0.3nA) b) Area of the sample of a single domain for an incomplete molecular layer (image size 30
´30nm2, U = 1V, I = 0.3nA). Although the layer is not complete, second layer molecules and broken
or triple-decker formation can be observed. The zoom (inset) reveal the molecular arrangement. c)
Large scan area with a single domain of the TbPc2 layer on HoAu2 (image size 30´15nm2, U = 1V, I
= 0.3nA). d)  SCF transformation applied to the STM micrograph shown in c) with the molecular
lattice  marked in purple. e) height profiles taken along the paths marked in b).

For the case of TbPc2 on EuAu2 we do not observe the same diffraction pattern and unit cell of the
TbPc2/HoAu2 system. Instead,  a  ring-like feature is  detected. Such a  LEED pattern reveals  the
existence of an average distance between the molecules, but does not show preferential ordering of
the molecules.  This ring can be produced in several  ways.  First,  it  can indicate  an amorphous
growth of the layer. In this case, the average distance between the molecules will be fixed, but slight
distortions in the angles between the molecules would prevent the formation of a periodic layer. A
second option is the formation of periodic domains, but with the domains not presenting preferential
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directions. As a result of such an arrangement, the seen ring would be formed by the superposition
of spots corresponding to many domains oriented in all possible directions. Figure  90 shows the
evolution of the LEED pattern for different evaporation times, detecting the formation of a ring
pattern after 20 minutes of evaporation. After 30 minutes, the ring around the (0,0) diffraction spot
becomes sharper. If the evaporation continues, the ring becomes again blurrier, indicating that a
second layer is growing on top of the first layer that did not reveal sharp spots. The TbPc2 growth
on EuAu2 contrasts with the ordered growth observed on HoAu2. A possible explanation for such
difference could be a difference in the interaction with the alloy due to the divalent character of Eu.
The lack of one electron in the valence band of the substrate could change the absorption distance
or modify the energy difference between the adsorption positions, causing that the molecule does
not find preferential growth positions or directions. A similar difference in molecule adsorption due
to divalent character of the RE in the substrate surface alloy was also seen for CuPc growth on
YbAu2. From the relation of the ring radius R and the spot distances of the EuAu2 substrate, we can
extract roughly R = 1.6nm. This value exceeds slightly the TbPc2 lattice constant on HoAu2. This
means that molecules are not close enough to order. We also carried out STM measurements of the
TbPc2/EuAu2 system. Nevertheless, images were not conclusive and revealed blurry images. We
assign this fact to the above mentioned mobility of TbPc2 molecules. In order to overcome such
mobility we tried to cool down our variable temperature STM with liquid nitrogen but even in this
case, we were unable to get presentable images. 
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Figure  90: Evolution of the LEED pattern  as a function of  evaporation time for
TbPc2 molecules  on  EuAu2.  a)  10  min  evaporation,  the  substrate  LEED  spot
intensity diminishes. a) 20min evaporation, the molecules start to form a blurry
ring,  marking  an  average  distance  R  between  the  molecules.  c)  30min
evaporation, the molecules ring becomes sharper, while the substrate spots are
barely  visible.  We  considered  this  thickness  as  a  ML of  molecules.  d)  40min
evaporation, the molecules ring becomes more blurry, indicating that the order of
molecules has degraded. The substrate spots have nearly vanished. This indicates
an excess of molecules of the first layer and formation of molecules on top.  The
evaporator  was  kept  running  constantly  all  time.  The  evaporation  rate  was
calibrated prior to this experiment on Au(111) to form a TbPc2 layer in 30min on
Au(111). LEED energy was set to 20eV.

7.2.2 Electronic structure

The valence band of the TbPc2 molecules on the REAu2 surface alloys has been studied by ARPES
photoemission at our home lab (TbPc2/HoAu2) and at Cassiopée beamline in Soleil synchrotron
(TbPc2/EuAu2)  with the sample cooled to  80K (liquid N2).  Figure  91 shows the photoemission
results for normal and 45° emission angles of 1ML of TbPc2 on HoAu2 and EuAu2 as well as on
pure Au(111). The latter one is used as a reference to estimate and compare changes in the valence
band structures among the TbPc2/REAu2 samples. In the reference case, i.e., TbPc2 on Au(111), we
see three different molecular levels at 0.44eV, 0.87eV and 1.11eV binding energy. According to the
literature  the  molecular  level  at  0.44eV  is  assigned  to  the  single  occupied  molecular  orbital
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(SOMO)217–219. The other two molecular levels at 0.87eV and 1.11eV are assigned to the HOMO
levels HOMO and HOMO-1. There are several explanations for the presence of two HOMO levels.
The first possibility is that in the sample there are not only TbPc2 molecules but also the mentioned
TbPc or Tb2Pc3 molecules that present different molecular orbitals. The possibility of coexistence of
both molecules on the surface was seen on the STM images of our TbPc2/HoAu2 sample (section
7.2.1) and was reported by several authors in the literature214,215. Another possibility is the change of
the alignment of levels (or even charging of the molecule) in a compact phase (ordered islands) with
respect to isolated molecules. This has been also discussed in the literature218. According to the latter
manuscript, the peak at 0.87eV would correspond to the HOMO of the isolated molecules while the
ones at  0.44eV and 1.11eV would correspond to SOMO and HOMO of the ordered molecular
layers. In our figure we will use this last  assignation to the levels without confirming or rejecting
one of the two options. Our investigations of TbPc2 on HoAu2 shows a similar electronic structure,
but only with two molecular levels at 0.40 eV (SOMO) and 1.20 eV (HOMO).  The intermediate
level seen as on pure Au is missing. The exact HOMO positions have been obtained after peak fit
analysis using Lorentzian peaks. The SOMO-HOMO difference here amounts to 0.8eV similar to
the Au case (~0.7eV). We therefore interpret the level as the named SOMO and HOMO features. In
the case of TbPc2 on EuAu2 we detected three molecular features like in the case of Au(111). These
features are found at 0.1eV, 0.6eV and 1eV. The first molecular level could be again related to the
SOMO and the other two levels to two different HOMO levels of TbPc (or Tb2Pc3) and TbPc2

species. The two HOMO contributions could be also caused, like in TbPc2/Au(111), by two phases,
one of isolated molecules with an HOMO at 0.6eV binding energy and a compact phase with a
HOMO at 1eV.  The TbPc2 molecules resulted particularly fragile under UV radiation. Therefore,
after the exposition of TbPc2 to the UV light for the photoemission measurements, after several
minutes the molecular damage was so strong that the molecular levels had disappeared. Such a
behavior was not  observed for CuPc. A series  of  ten scans was measured on the TbPc2/EuAu2

samples, where each scan took 2-3 minutes. Then the sample position was slightly changed and the
series was repeated.  Several new positions were used to get enough statistics for the presented
photoemission data. The first scan on each new position still revealed molecular features, but the
following scans clearly indicate a gradual degradation of the molecular levels. Finally, at the last
scan the molecular levels were completely gone, and only the features of the substrate EuAu2 were
observed. In order to better observe the molecular levels of TbPc2 in this system a subtraction of the
first and last scan (with and without molecular features) has been carried out. The result is shown in
the bottom part of Figure 91c) and gave rise the levels mentioned above.

It is observed that the molecular levels measured in the case of TbPc2/Au(111) are not the same than
the TbPc2/REAu(111) alloys, particularly in the case of Eu. The shift in the energy levels between 
the surfaces can be explained to different effects that take place at the interface and are related to 
several effects including the possibility of charge transfer, change of the surface dipole due to Pauli 
push-back effect, or another vacuum level alignment. This difference could be accentuated in the 
case of EuAu2, as its divalent character could cause a higher work function reductions with respect 
to Au(111) or HoAu2. Due to the strong character of the change and the few studies available on the 
TbPc2 molecule, further experiments and simulations will be necessary to draw better conclusions.
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Figure  91:  Photoemission  measurements  for  TbPc2/REAu2 samples  in  comparison  to
TbPc2/Au(111). a), b), c) Photoemission results at different emission angles q=0° and 45° of
1ML  TbPc2 on  Au(111),  HoAu2 and  EuAu2 surfaces.  In  the  first  two  measurements,
TbPc2/Au(111) and TbPc2/HoAu2  the peaks were identified by peak fit analysis for the spectra
at 45º emission angle. Both measurements have been carried out with He Iα (21.22eV)  light.
In  the case  of  EuAu2,  the TbPc2 molecule  levels  were  identified  by subtracting  the  beam
damaged spectra (10º scan), experiments were carried out using a photon energy of 26eV.

7.2.3 Magnetic properties

7.2.3.1 TbPc2/HoAu2 system

XAS and XMCD measurements were performed on the TbPc2/HoAu2 sample at 6T and 2K in both
IP and OOP geometries at BOREAS beamline of ALBA synchrotron in Barcelona. Here, specially
the Tb and Ho M4,5 absorption edges were considered. The results of the experiment are displayed in
Figure 92. The non-flat background is likely due to the long-range EXAFS fluctuations of the Au N1

transition. In the XAS spectra one observes a larger intensity in OOP geometry than in the IP one.
The XAS peak structure in each geometry reveals different contributions. This probes that the TbPc2

molecules are flat laying, as in the case of CuPc. The bonds of the Tb to the Pc corona causes a
strong  anisotropy  of  the  Tb  charge  distribution,  and  hence  the  absorption  probability  of  each
subshell  between  different  measurement  geometries  is  not  the  same42,84,214.  Additionally,  it  is
observed  that  the  dichroic  signal  is  about  three  times  more  intense  in  the  OOP measurement
geometry than in the IP geometry in Tb M5. The comparison to the Ho M4,5 edge performed at 6T
and 2K in OOP geometry is shown in Figure 92. The shape of the XMCD spectra measured at the
Ho edge is the same as in the case of clean HoAu2 shown in section 5.3.1. This indicates that Ho3+

valence state is preserved under molecule absorption. As expected, for this 6T applied field, both
magnetizations follow the applied magnetic field.

155

45º 



Figure 92: M4,5 XAS and XMCD spectra of TbPc2/HoAu2 measured at 6T and 2K. a) OOP  and b) IP
geometry at Tb M4,5 absorption edge, c) OOP geometry at Ho M4,5 absorption edge. XAS of  C+(C-) 
light are shown in red (blue), the difference XMCD spectra [C+]-[C-] are shown in green.

Figure  93 shows  the  XMCD  loops  of  TbPc2/HoAu2 and  compares  it  to  TbPc2/Au(111).
Measurements were carried out at the Tb M5 edge and are marked in red for TbPc2/HoAu2 and in
black for TbPc2/Au(111). Measurements at the Ho M5 edge for the TbPc/HoAu2 system are marked
in blue. The HoAu2 loops coincide with the loops measured on the clean HoAu2, indicating that the
adsorption of TbPc2 molecules on this surface does not have much effect on the magnetic behavior
of the HoAu2 alloy. 
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Figure 93: XMCD Hysteresis loop of TbPc2/HoAu2 compared to TbPc2/Au(111) 
measured at 2K on the energy position corresponding to the maximum peak of the 
M5 transition for Ho and Tb. The loop of Ho (blue) and Tb (red) of the  
TbPc2/HoAu2 are close to the one of Tb (black) on Au(111).

Considering the magnetic behavior of TbPc2/Au(111), it is important to remark that TbPc2 on this
substrate shows a strong anisotropy with a clear easy axis of magnetization in the OOP direction.
Moreover,  it  shows  a  paramagnetic-like  behavior  but  without  any  measurable  opening  in  the
hysteresis loop. The latter indicates that the contact with the metal quenches the remanence of the
molecule. This quenching happens because the contact to the metal opens many paths to exchange
angular  momentum,  which  is  equivalent  to  opening channels  for  the  excited  magnetic  state  to
relax87. In the case of TbPc2/HoAu2 (red line) the loop reveals a small deviation from the Ho loop.
Furthermore, it does not match perfectly the TbPc2/Au(111) loop. The HoAu2 substrate seems to
induce slight modifications, this could attributed to an enhancement of the anisotropy of TbPc2 due
to a soft coupling with the substrate. But the measured difference is close to the assumable error of
the  experiment  and  would  need  to  be  improved in  order  to  draw  conclusions. It  should  be
emphasized that pure HoAu2 and TbPc2 loops look already very similar, which is very unfortunate
and makes it even more difficult to distinguish possible couplings between the layers. Therefore, a
systems with larger differences between pure REAu2 substrate and TbPc2 loops has to be chosen.
This is the case for EuAu2 that we will discuss next.

7.2.3.2 TbPc2/EuAu2 system

XAS and XMCD measurements performed at 6T and 2K in OOP geometry measured at the Tb M4,5

and  Eu M4,5 edges  on  the  TbPc2/EuAu2 interface  are  shown in  Figure  94.  Again,  the  non-flat
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background is likely to come from EXAFS of Au N1 and Eu M4,5. Due to the low amount of Tb
atoms (approx. 0.5 atom/nm2) the associated signal is relatively small and any background becomes
very pronounced. The shape of the XMCD spectra of Eu is the same as it is in the clean EuAu 2

shown in section 5.3.4, which indicates that the Eu2+ valence state is preserved and no degradation
has occurred during the deposition of the molecule.

Figure 94:  M4,5 XAS and XMCD Spectra of TbPc2/EuAu2 measured at 6T and 2K.
a),b) OOP measurements of Tb and Eu M4,5 edges, respectively. The XAS spectra
with  C+(C-) circular polarization are marked in red (blue), green is used for the
dichroic XMCD spectra [C+]-[C-].

Figure  95 shows the XMCD loops measured on TbPc2/EuAu2 and the TbPc2/Au(111) interfaces.
Measurements were performed at the Tb M5 and Eu M5 edges. Tb M5 loops are represented in red
for  TbPc2/EuAu2 and  in  black  for  TbPc2/Au(111).  Additionally,  in  blue  the  Eu M5 loop  of  the
TbPc2/EuAu2 system is added. Due to the low signal-to-noise ratio of the Tb  measurements, the
loops in this case were measured manually point-by-point, that means that the data was acquired
measuring the spectra at each field value. This way of measurement also solves the normalization
problems close to zero applied field of the fast loop. The continuous loop corrected by these data
points  is  shown  in  the  inset.  First,  the  Eu  M5 loops  measured here  coincides  with  the  loops
measured for the clean EuAu2 shown in section 5.3.4. This indicate that the absorption of the TbPc2

molecules on the surface does not have strong effects on the magnetic behavior of the EuAu2 alloy.
Second, it is very important to note the difference between the Tb M5 loops of TbPc2 in the systems
TbPc2/Au(111) and TbPc2/EuAu2. On EuAu2 we see a strong rectangular like shape of the Tb loop.
Especially,  both  samples  reveal  a  different  magnetization  behavior  below  1T.  In  the  Tb  loop
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measured for TbPc2/Au(111), the magnetization starts to decrease fast below 1T and at zero field, it
barely has any magnetization. Meanwhile, in the loop measured on TbPc2/EuAu2 the magnetization
starts to decrease only at 0.2 T and shows a clear remanence. For negative applied fields, it is seen
that the magnetization switches direction following the magnetization of the EuAu2 substrate. The
zero-magnetization  crossing  takes  place  at  -0.05  T.  All  these  fact  reveal  that  TbPc2 is
ferromagnetically coupled to the EuAu2 substrate and follows its magnetization. Remember, there
were only faint indications of a possible ferromagnetic coupling of TbPc2 on HoAu2, but here we
observe a clear coupling although of weak intensity.

Figure  95: XMCD Hysteresis loop of TbPc2/EuAu2 compared to TbPc2/Au(111)
measured at 2K on the main peak of the M5 transitions of Eu and Tb. The loops of
Eu (blue) and Tb (red) of TbPc2/EuAu2 reveal weak ferromagnetic coupling and
differ to Tb (black) of  TbPc2/Au(111). The inset shows the continuous scan on Eu
and Tb M5 signals of TbPc2/EuAu2 and TbPc2/Au(111).

In order to prove the remanence, figure 96 displays the spectra taken at 6T, 0.2T and 0T. Here we
can see in more detail the XMCD dichroism of each species (Tb, Eu) at selected fields. The XMCD
dichroism of the Tb doesn’t disappear at low field, but we see half the saturation magnetization at
0.2T and a quarter at 0T. In Eu, at 0.2T we have a 75% of the saturation magnetization while at 0T
the magnetization is reduced to 66%. This confirms that Tb is coupled ferromagnetically to Eu,
even if the coupling is much weaker than on 3d magnetic ordered substrates80,92,93.
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Figure  96: Detailed XMCD spectra at several applied magnetic fields (6T, 0.2T
and 0T) for the M5 transitions of Tb and Eu in OOP geometries in TbPc2/EuAu2.
The measurements were performed at 4K.

Following the  same considerations  as  in  the  CuPc/REAu2 systems,  that  was  assuming that  the
coupling  of  the  molecule  to  the  surface  is  isotropic  and  depreciating  the  coupling  between
molecules we will apply the same Hamiltonian of that system (Eq. 29). If we now apply it to zero
field and we only consider as degree of freedom for the magnetization the OOP direction, we can
simplify it to:

H=−J⋅S⃗ M⋅S⃗S (37)

Remember that TbPc2 has only two possible states of magnetization, J=±6 . We can now apply
the  Maxwell-Boltzmann  statistics  (or  what  is  the  same,  the  Boltzmann model  for  a  two-states
system) and can calculate the exchange energy at the measurement temperature:

M M(0)
M M (F sat)

=
M S(0)

M S(F sat)
⋅tanh( J

k B⋅T
) (38)

Here,  M M (0) and  M S(0) represent the magnetization at zero field of the molecule and the

substrate,  respectively,  and M M (F sat) and  M s(F sat) the  magnetization  of  the  molecule  and

substrate  at  saturation.  T is  the  temperature,  k B the  Boltzmann  constant  and  J the  coupling
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energy. From the magnetization loops we can extract values
M M (0)

M M (F sat )
=0.26 ,

M S(0)
M S (F sat )

=0.66

at T = 2 K. As a result, we calculate a coupling energy of 35 μeV between TbPc2 and EuAu2. This
coupling appears in EuAu2 while for HoAu2 the very small (if any) value is probably due to much
higher spin polarization on the valence band of the alloy due to the hybridization to the Eu 4f
orbital, as was shown in section 5.2.2.2.

7.2.3.3 TbPc2/ DyAu2 system

XAS and XMCD measurements were performed at 6T and 4K in OOP for the Tb and Dy transitions
for the TbPc2/DyAu2 interface and are shown in Figure  97.  As in the case of TbPc2/HoAu2, the
shape of the XMCD spectra is consistent with the +3 valence states of Tb and Dy expected for the
molecule and substrate materials166. The shape of the Dy XAS and XMCD spectra before and after
molecular deposition is identical. This means that the magnetic state and anisotropy of DyAu2 are
unchanged. 

Figure 97:  XAS and XMCD spectra of TbPc2/HoAu2 measured at 6T and 2K. 
a),b) OOP measurements of Tb and Dy M4,5 transitions. We mark in red (blue) 
spectra for  C+(C-) circular polarization, in green the dichroic XMCD spectra 
[C+]-[C-].

Figure 98 shows the XMCD loops of TbPc2/DyAu2. The measurements performed on the Dy and Tb
M5 edges are marked in blue and red, respectively, while the Tb loop of TbPc2/Au(111) is marked in
black. The DyAu2 loops are similar to the ones measured for clean DyAu2. The latter indicates that
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the  absorption of the TbPc2 molecule on top  does not destroy the ferromagnetism of the DyAu2

surface alloy. The loops measured on the Tb M5 edge of TbPc2/DyAu2 and TbPc2/Au are again
similar. This indicates that TbPc2 molecule is not affected by the adsorption on the DyAu2 substrate.
Here, we have the same unfortunate situation as before mentioned for the HoAu2 case. When the
magnetization loops alone are nearly identical,  a possible  coupling is  very difficult  to  observe.
Nevertheless, here we believe to see that the alloy and the TbPc2 molecules do not reveal magnetic
coupling.  This  observation  is  based  on  the  facts  that  the  substrate  loop  is  unchanged  and  the
molecular loop looks similar as on Au(111). 

Figure 98: XMCD Hysteresis loops measured at 4 K on the TbPc2/DyAu2 surface. 
Both loops were measured at the M5 transition of Dy and Tb. The loops of Tb 
(blue) and Dy (red) reveal clearly different behavior in the range of applied 
magnetic fields between 0 and 1T indicating that there is no magnetic coupling 
between molecule and substrate. For comparison, the pure TbPc2 hysteresis loop 
on Au(111) is added in black.

The Curie temperatures of clean DyAu2 surface alloy and the same substrate covered by the TbPc2

molecular  layer  have  been  determined  by the  temperature  dependence  of  the  hysteresis  loops.
Figure 99 displays these measurements and the Arrot plot analysis (see inset of Figure  99). The
loops  show  a  smooth  transition  from  a  “square  shape”  toward  linear  paramagnetism  as  the
temperature  is  increased.  The  Curie  temperatures  TC have  been  extracted  using  the  Arrot  plot
methodology (see section  5.3.2) and is shown in Figure  99b). The  TC is extracted as 24.5K and
27.3K, respectively, for the uncovered and molecular covered cases. This implies a very surprising
TC increase of ~3K upon deposition of TbPc2. It contrasts to an observed Curie temperature decrease
after PPP molecule adsorption on GdAu2

51. As a coupling to the TbPc2 molecules to DyAu2 has
already been discarded, the TC change can only be attributed to charge redistribution on the valence
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band. Further studies will still be necessary to establish the exact nature of this change.

Figure  99: a) Temperature dependence of hysteresis loops in OOP geometry for Dy M5 on
TbPc2/DyAu2 sample. The inset shows the Arrot plot analysis. b) Fits of the resulting zero-field
points in the Arrot plot analysis. The Curie temperature of DyAu2 increases by approx. 3K
after molecular adsorption.

Some  final  conclusion  of  the  chapter  should  be  given  for  the  behavior of  the  TbPc2/REAu2

interfaces. First,  deposition  of  the  molecules  onto  REAu2 surface  alloys  opens  decoherence
channels quenching the remanence of the TbPc2 molecule observed on isolating surfaces like MgO89

or SiO2
220. The second conclusion we can draw is that the magnetic behavior of the RE-Au2 surface

alloys is stable enough to not be affected significantly by the physisorption of the TbPc2 molecules
even  in  one  case  we  observe  a  slight  increase  of  the  Curie  temperature.  Third,  the  magnetic
coupling of the TbPc2 molecule to the magnetic moments of REAu2 is weak and conditioned by the
valency of the RE metal of the alloy, being ferromagnetic in the case of divalent RE (EuAu2) and
nearly non-existent in the case of trivalent REAu2 (HoAu2 and DyAu2). We additionally observed a
slight increase of the TbPc2 anisotropy after absorption on HoAu2 surface.
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8 Conclusions
In this  thesis  we have studied the magnetic  properties  of the RE-NM2 surface alloys and their
interfaces with magnetic molecules. In order to do so, two noble metal surfaces were used, namely
Au(111) and Ag(111). As RE, we have chosen Sm, Eu, Gd, Ho, Dy and Yb. The molecules that we
used for the molecule-RE-NM2 interaction were CuPc and TbPc2.

All RE-NM2 surface compounds display a structure that can be described as a (√3×√3)R 30°

reconstruction with a Moiré modulation. However, we find exceptions in two systems, EuAu2 and
HoAg2, which do not reveal the same surface reconstruction. In the EuAu2  surface it is found that
the  distortion  induced  by  the  larger  atom radii  of  Eu  cannot  be  relaxed  by  the  Moiré  lattice
formation. In this EuAu2 system, the surface stress is relaxed by the formation of a “vacant” lattice.
In the case of HoAg2, the Moiré modulation is exchanged by formation of almost hexagonal tiles
separated by dislocation lines that show a long range order but without a discernible short range
order.

In terms of electronic structure, the RE-NM2 surface compounds can be classified according to the
valence state of the RE in the compound. XPS and XAS spectroscopy measurements have shown
that Sm (almost), Gd, Ho and Dy have a trivalent valence state of the surface compounds RE-NM 2,
while Eu and Yb (almost) reveal a divalent valence state. We have found that the valence state of
the RE atoms has a direct implication in the electronic structure of the surface compounds. In the
case of the trivalent ones, we observe that they share the same electronic structure formed of s and d
bands in SmAu2, GdAu2, HoAu2, and DyAu2. Calculations have shown that the common electronic
structure found in these compounds is responsible for the introduction of an unexpected strong band
anisotropy that favor an IP easy axis of magnetization. In the case of the compounds using Ag(111)
substrate we also observe that the trivalent RE atoms display a shared band structure formed by s
and d orbitals. The latter is the case of SmAg2, GdAg2 and HoAg2. Additionally, by high resolution
angle resolved photoemission we observe that the compounds GdAg2 and SmAg2  display a band
opening  of  the  s,d  bands  below  the  Curie  temperature  TC that  depends  on  the  magnetization
direction (IP in GdAg2 and OOP in SmAg2). This is a characteristic feature of these alloys that
indicates the IP band contribution to the anisotropy of the RE-Au2 and RE-Ag2 compounds.

In the  case  of  the  compounds  formed with  divalent  REs,  namely  EuAu2 and  YbAu2,  we have
detected two fundamental characteristics that differ from the case of the trivalent REs:  i) the lack of
one electron in the valence band induces a downward shift of the Fermi level and ii)  the 4f band is
closer to the Fermi level and hybridizes with the valence band. This creates a heavy fermion like
band.  In the particular case of EuAu2, both characteristics induce a strong band anisotropy favoring
an OOP easy axis. In the case of YbAu2, the divalent state leads to a complete 4f shell and the
removal of any magnetic behavior.

Concerning the magnetic properties, it has been shown that the electronic 2D confinement found in
the surface alloys produces a giant anisotropy. This anisotropy is of magneto-crystalline nature and
it has two different contribution: one is the crystal field, which is determined by the orbital shape of
the  RE  and  the  substrate  chosen,   Au(111)  or  Ag(111).  The  second  is  the  band  anisotropy,
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determined by the valence state of the REs. For the crystal field contribution it has been found that
in SmAg2 and HoAg2 the easy axis is interchanged with respect to SmAu2 and HoAu2 respectively,
indicating that the quadrupolar term induced by the structure has changed its sign. The sum of both
contributions  define the total  anisotropy and the easy axis  of  magnetization of  the  RE surface
compounds. GdAu2, SmAu2 and HoAg2 reveal IP easy axis. On the other hand, HoAu2, DyAu2,
EuAu2 and SmAg2 have an OOP easy axis. Specially remarkable is the huge coercivity observed in
SmAg2, caused by the giant anisotropy that makes it behave as a 2D Ising ferromagnet. In all RE
surface compounds mentioned above, their Curie temperature  TC was below 35K, without a clear
correlation with the RE or substrate. It should be mention that the extraordinary high  TC values
found in GdAg2 is a quite particular case. Other compounds like SmAg2 and HoAg2 did not show TC

values of such magnitude despite being alloyed with Ag(111).

After the growth of the organic molecules (CuPc and TbPc2) on the REAu2 surfaces we have found
different scenarios depending on the molecule.  The structure of the CuPc ML deposited on the
alloys is well ordered and commensurate with the substrate. Photoemission and XPS measurements
reveal that CuPc is physisorbed on the REAu2 surfaces (RE: Ho, Gd, Yb) without any sign of charge
transfer  between  molecule  and  substrate.  However,  a  Pauli  repulsion  between  CuPc  and  the
substrates was detected. We noticed that the behavior of the hybrid interface is in the Schottky–Mott
limit, which means that the molecule orbitals are pinned to the vacuum level. Moreover, we observe
a shift of the CuPc molecular levels that depends on the work function of the pristine REAu2 surface
compounds, finding that in the case of the trivalent REs (Ho and Gd) the particular shift of the
molecule levels of CuPc gives place to an ambipolar injection barrier. Considering the magnetic
behavior of the molecules grown on REAu2 substrates, it  has been demonstrated that the CuPc
shows a weak antiferromagnetic coupling with the GdAu2 and HoAu2 substrates. The strong OOP
anisotropy of the CuPc molecule is only slightly modulated by the easy axis of the alloy substrate
on which it is adsorbed.

TbPc2 molecules grow in a different manner. This molecule is much larger in size than CuPc and
therefore the molecule-molecule interaction becomes much more important. In the case of TbPc2 on
HoAu2 we observe a commensurate  growth with slightly less density of  molecules than on CuPc.
Often, and independent of the amount of TbPc2 evaporated, isolated molecules can be found on top
of the TbPc2 islands (second layer formation), indicating that the molecule-molecule interaction via
Pc planes is quite strong inhibiting them to move toward the clean substrate. In the case of TbPc2

ML on  EuAu2,  the  growth  of  TbPc2 molecules  is  again  different,  and  the  molecules  reveal  a
disordered growth that it is non commensurate with the substrates.

About the magnetic behavior of the TbPc2 molecule, its high magnetic moment and high anisotropy
remain also unchanged upon adsorption on the REAu2 surfaces, but the remanence of the molecule
is destroyed. On the trivalent REAu2 surfaces, no clear sign of exchange coupling is detected. This
probably results from the small spin polarization of the valence band in the alloys to which the
molecule would have to couple. In the case of the divalent surface compound EuAu2,  TbPc2 reveals
a ferromagnetic coupling to the substrate. Additionally, it is observed that the adsorption of TbPc2

on DyAu2 induces a small but clear increase in the Curie temperature of DyAu2. 
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In summary, in this thesis we carried out an extended analysis of the structure, electronic properties
and magnetic behavior of the RE-NM2 surface compounds and their role as substrates for the design
of  hybrid  metal-organic  interfaces.  Furthermore,  the  electronic  and  magnetic  properties  of  the
prepared metal-organic interfaces have been studied, searching for the effect of specific RE atoms
on  the  magnetic  and  electronic  properties  of  the  designed  interfaces.  The  results  show  the
robustness  of  the  properties  of  the  alloy,  and  the  possibility of  engineering  desired  magnetic
properties of the alloys by simple methods, like the substitution of the RE atoms by other ones.
Moreover, it  has been shown that the alloying can be used for the modification of the  injection
barriers in metal-organic interfaces while the spin state of the molecules can be fixed by exchange
coupling to the substrate. This could allow further developments in molecular spin valves. Finally,
we have shown that it  is possible to join the TbPc2 single molecule magnet to a ferromagnetic
substrate without causing coupling.  This suggest that the  introduction of a decoupling insulator
could lead to organic spin valve devices exploiting the remanence of the TbPc2 molecule.
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