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Chapter 1

Introduction

Superconductivity, �rst discovery by Kamerling Onnes in 1911, is a phase of mat-
ter characterized by two macroscopic properties. The �rst one is the complete
lack of electric resistance, as discovered by Onnes in 1911 [1], which gives the
name to the phase. The second one is the expulsion of external magnetic �elds
from the bulk of the material, discovered by Meissner and Ochsenfeld in 1933
[2]. The superconducting phase appears in many materials at temperatures and
external magnetic �elds below certain critical values. Phenomenological theo-
retical descriptions were proposed by the brothers F. and H. London in 1935
[3] and by Ginzburg and Landau in 1950 [4]. However, it was not until 1957
that a successful microscopic description of the superconducting phenomena
was provided by J. Bardeen, L. N. Cooper and J. R. Schrie�er [5], known as the
BCS theory. Based on a previous work by Cooper [6], they showed that the free
electron gas is unstable under arbitrarily weak attractive interaction between
the electrons near the Fermi surface. The attractive interaction between elec-
trons was found to be mediated by lattice vibrations (phonons), as suggested by
the previously discovered phenomenon known as the isotope e�ect [7, 8], i.e.,
that the values of the critical temperature and magnetic �eld of superconduc-
tors with di�erent isotopic composition depends as Tc ∝ M

−1/2 and Bc ∝ M
−1/2,

respectively, with the mass of the ions forming the lattice1, M . This attractive
interaction favours electrons with opposite momentum and spin to bind form-
ing pairs: the so-called Cooper pairs. The Cooper pairs are boson-like particles
and below the critical temperature condensate. Such type of pairing is known as
s-wave or conventional pairing and materials in which this type of pairing domi-

1Remarkably, that electrons residing in the crystal lattice are capable of attracting each other
was already demonstrated by Frölich [9] and Bardeen [10, 11, 12, 13, 14] independently between
1950 and 1951.
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Chapter 1. Introduction

nates are known as conventional superconductors, whose typical critical temper-
ature and critical magnetic �eld values are in the range of Tc ∼ 0.1–10K and
Bc ∼ 1–100mT , respectively [15]. This is the case of several elements, such as
Al or Nb. The currently highest observed Tc in conventional superconductors
is that of magnesium diboride with about 39K [16]. In this thesis, we focus on
conventional superconductors, which are well described by the BCS theory.

More than a century has passed since the experimental discovery of super-
conductivity, and more than half a century since their �rst successful micro-
scopic description, yet it remains one of the most proli�c research topics in con-
densed matter physics. The areas of research are as diverse as the �nding of
superconductors with higher and higher critical temperatures, the study of ma-
terials with non-conventional superconducting pairing mechanism or the en-
gineering of heterogeneous structures where coexisting superconducting and
non-superconducting parts give rise to emergent e�ects with various applica-
tions. The work that we present in this thesis belongs to this latter research
area. In particular, we consider di�erent mesoscopic2 systems that contain su-
perconducting elements (S) in contact with other non-superconducting parts
that may present spin-dependent �elds, like normal metals (N), insulators (I),
ferromagnetic conductors (F), ferromagnetic insulators (FI), or materials with
strong spin-orbit coupling (SOC). Along these lines, constant advancement in
the fabrication and miniaturization of high quality superconducting heterostruc-
tures has positioned superconductors as the basis for various emerging technol-
ogy devices, such as high precision magnetometers (the so-called Superconduct-
ing Quantum Interference Devices, SQUIDs) [17], quantum simulation frame-
works [18], the realization of qubits as building blocks for quantum computation
[19, 20, 21, 22, 23, 24], or extremely sensitive and robust GHz/THz detectors for
astronomy [25, 26, 27, 28].

All along this thesis, we are specially interested in systems where the super-
conducting and magnetic element coexist, which has attracted a great attention
during the past decades [29, 30, 31, 32]. In principle, these two states of matter
are antagonistic: whereas in the ferromagnetic state all the electronic spins try
to be aligned, in a conventional BCS superconductor the condensate is formed
by Cooper pairs with opposite spins. However, when they coexist in hybrid sys-
tems consisting of S and F layers, the two states of matter couple through mutual
proximity e�ects, i.e., the fact that the superconducting and ferromagnetic cor-

2From the Ancient Greek (mésos, “between” and skopeîn, "to look" or "see") it refers to sys-
tems of size between the microscopic (or atomic) and the macroscopic scale. In superconduct-
ing systems this scale is determined by the superconducting coherence length, �0, which is the
length scale of the superconducting condensate and it typically ranges between some hundreds
of nanometers and few micrometers.
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relations are not necessarily bound to the S and F region, respectively, and pen-
etrate the adjacent conducting material over a characteristic length scale. Such
interplay leads to novel phenomena not present in either of the two phases by
their own, such as the appearance of a triplet component of the superconducting
condensate[29, 30, 33].

An important consequence of the proximity e�ect is the Josephson e�ect [34]
in hybrid strcutures. The ground state of the superconducting condensate is de-
scribed by a macroscopic wavefunction with a coherent phase, known as the
superconducting phase, '. In 1962, B. D. Josephson predicted that in a weak junc-
tion between two superconductors with di�erent values of ' a non-dissipative
current (a.k.a. a supercurrent) can �ow without any voltage applied. The su-
percurrent is carried by the phase coherent Cooper pairs from both supercon-
ductors, whose macroscopic wavefunctions overlap due to the proximity e�ect.
These weak links are usually called Josephson junctions, which can consist of a
thin insulating barrier (SIS) or a short section of a normal metal (SNS), among
other possibilities. This e�ect is known as the dc-Josephson e�ect and it is a di-
rect proof of the macroscopic character of the superconducting ground state. On
the other hand, Josephson predicted that when the Josephson junction is voltage
biased, the coherence tunneling of Cooper pairs leads to an alternating super-
current – the ac-Josephson e�ect. Both e�ects were experimentally con�rmed
shortly after their prediction [35, 36].

Up to this point, we have described only the macroscopic properties of su-
perconductors. However, in order to understand the crucial features of super-
conductivity it is important to explore the electronic spectrum. Conventional
superconductors above Tc are usually metallic, i.e., its electronic spectrum is con-
tinuous around the Fermi level and, therefore, any small perturbation is capable
of exciting an electron of the Fermi sea. When these materials enter the super-
conducting phase, however, electrons bound forming the Cooper pairs, which in
turn form a condensate. Each electron forming a Cooper pair has a bounding en-
ergy Δ, which means that one has to provide at least 2Δ of energy to the system
to break a Cooper pair, creating two excited quasiparticles. In other words, a gap
of size 2Δ opens in the quasiparticle spectrum, centered around the Fermi sur-
face. The pairing potential, Δ, is known as the superconducting order parameter.
In Fig. 1.1a, we show the typical density of states (DOS) of a BCS superconduc-
tor, � , in terms of the quasiparticle’s energy, �, around the Fermi level. The value
of the DOS is normalized with its normal-state Fermi-energy value, �(0).

An interesting example of proximity takes place in bilayers between super-
conductors and ferromagnetic materials. In these structures, the interaction of
the condensate with the exchange �eld of the magnetic layer can be described as

3



Chapter 1. Introduction

an e�ective Zeeman �eld that leads to �nite magnetization and a drastic change
of the DOS. Assuming that the superconducting �lm is thinner than the super-
conducting coherence length, �0, this magnetic proximity e�ect may cause an
almost homogeneous spin splitting of the DOS, as the one shown in Fig. 1.1b.
When the magnetic layer is a metallic ferromagnet (F), it is di�cult to achieve
such a homogeneous spin splitting because the Cooper pair correlations from S
rapidly decay into F, which also leads to a strong pair-breaking mechanism and
suppression of the superconducting state.

This suppression can be avoided by using ferromagnetic insulators (FI) in-
stead. The band gap of the FI prevent the penetration of the superconducting
condensate and cause electrons to be re�ected in the S/FI interface. Because the
FI is magnetic, this re�ection is spin-dependent and leads to the creation of an
e�ective exchange �eld in the superconductor [37, 32]. If the e�ective exchange
�eld is not stronger than Δ, the superconducting phase survives and a spin-split
DOS (like the one shown in Fig. 1.1b) can be observed. Such spin splitting will
be of central importance in this thesis. Superconductivity in S/FI bilayers with
a clear spin-split DOS has been observed on Al �lms in contact with europium
chalcogenides, such as EuO, EuS and EuSe [38, 39, 40]. So far, this turned out
to be the best material combination due to the weak spin-orbit coupling of Al
that prevents the smearing of the peaks in the DOS, and the optimal interface
exchange interaction between the conduction electrons in the Al and the Eu lo-
calized magnetic moments. Similar spin splitting e�ect was observed already in
the 70s in experiments where strong in-plane magnetic �elds were applied to
thin superconducting �lms [41, 42], because when the magnetic �eld is applied
along the plane of the S �lm, the orbital diamagnetic e�ect is weak [43] and the
�eld mainly induces a paramagnetic response. At that time, the spin-split DOS
was used to determine the spin polarization of ferromagnets in S/F structures
[44, 45, 46, 40]. Only recently it has been realized that spin-split superconductors
may �nd interesting applications in spintronics, thermoelectricity and sensors
[31, 32, 47, 48, 49, 50, 51, 52, 53].

In transport experiments, FIs are also used as spin �ltering tunnel barriers,
due to their highly spin-dependent conductivity. The combination of a spin-
split superconducting DOS and the spin �ltering breaks the electron-hole sym-
metry of the spectral current, which makes FI/S structures suitable for several
applications, such as e�cient thermoelectric elements [48, 54], bolometers [52],
thermometers [50], cryogenic RAM memories [53], and di�erent caloritronic de-
vices to access the electronic heat current in nanostructures [55, 56, 49, 57, 58].
Di�erent FI/S strcutures will be studied in chapter 4 of this thesis

Also new phenomena arise when, in addition to the exchange �eld, the su-
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Figure 1.1:Density of states (DOS) of a conventional superconductor �(�)
around the Fermi level normalized with its normal-state value at the
Fermi level, �(0). (b) (blue) spin up, (red) spin down and (black) total
DOS in a spin-split superconductor. The spin splitting is caused by an
e�ective Zeeman �eld in the S that stems from the proximity of a mag-
netic layer. (c) Pictorial representation of an Andreev re�ection process
at the interface between a superconductor (S) and a normal metal (N).
An incoming electron from the metal with energy within the super-
conducting gap is back-scattered as a hole and a Cooper pair is formed
in the superconductor. (d) In a metallic region between two supercon-
ductors the Andreev re�ection mechanism possibilities the formation
of resonant states – the Andreev bound states.

perconducting �lms also show Rashba spin-orbit coupling [59, 60] (SOC). These
systems have been proven to be analogous to superconducting �lms with a non-
coplanar texture of exchange �eld [61, 62, 63, 64], which translates into a preces-
sion of the triplet component of the superconducting condensate and a coupling
between its singlet and triplet components. The SOC can be either intrinsic to
the superconductor[65, 66, 67] or induced at the interface between the S and
a heavy-metal doped insulator. The interplay between the SOC and a Zeeman
�eld lead to highly unusual properties, such as the appearance of a inhomoge-
neous superconducting phase[68, 69], magnetoelectric e�ects [70, 71, 62] (e.g.
the spin Hall e�ect [72, 73], the Edelstein e�ect [74, 75] or its inverse [76, 77]),
and anisotropic magnetic susceptibility [78]. Recently, systems combining su-
perconductivity and spin-dependent �elds have attracted a lot of attention be-
cause they show topological phases that can host Majorana edge states and non-
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Chapter 1. Introduction

Abelian anyons, which make them good candidates for quantum computation
[79, 80, 81, 82, 83].

In this thesis we mainly focus on magnetoeletric e�ects stemming from the
SOC. For example, in an in�nite SOC/S/FI layered systems, the singlet-triplet
coupling generates anomalous charge currents �owing along the plane. When
the system is restricted to a �nite size, an inhomogeneous superconducting
phase, spin accumulation at the edges of the �lm and/or persistent supercur-
rent loops �owing along the stripe ends may appear to compensate the anoma-
lous current that would �ow in the in�nite case [84, 85]. If one now reduces
one lateral dimension of the stripe to make it smaller than the superconducting
coherence length, �0, the resulting quasi-one-dimensional (quasi-1D) structure
can become a useful device. Namely, when the Zeeman �eld, the symmetry axis
of the Rashba SOC and the wire are mutually perpendicular, a non-zero super-
conducting phase di�erence, '0, may appear between the ends of the wire [63].
Therefore, one expects that plugging this device into a superconducting circuit
a supercurrent would �ow along the circuit, acting as an analogue to a battery
in common electronics – a Josephson phase battery [86, 87]. Such a device will
be explored in detail in Sec. 4.4 of this thesis

Despite the existence of an energy gap in the excitation spectrum of the super-
conducting phase, the spectral properties of superconductors di�er from those
of semiconductors due to the presence of the condensate of Cooper pairs. The
interface between a normal metal (N) and a conventional superconductor (S)
provides one of the most prominent manifestations of the distinctive e�ect of
the superconducting condensate: the Andreev re�ection [88] – a scattering pro-
cess that transfers a charge 2e across the interface, where e is the electronic
charge. Andreev re�ections are the microscopic origin of the proximity e�ect
which underlies almost all the phenomena that we have discussed above. A sin-
gle conduction electron (hole) from N with energy within the superconducting
gap that hits the interface cannot be transferred into S alone. However, it can
form a Cooper pair in the superconductor with another electron (hole) of oppo-
site spin and momentum, but the same energy, which leads to the formation of a
hole (electron) that gets back-scattered into N, as shown in Fig. 1.1c. In transpar-
ent N/S interfaces, the electric transfer mechanism of Andreev re�ections adds
one extra component to the charge current that would otherwise be given by the
quasiparticle current alone. Tunneling junctions, by contrast, prevent Andreev
re�ections to happen. Note that conventional superconductivity requires elec-
trons with opposite spin orientations for the creation of the Cooper pairs and,
therefore, spin-polarization of the media (i.e., an imbalance between the num-
ber of particles with opposite spins) is detrimental for the Andreev re�ections.
Consequently, a fully spin-polarized barrier between the S and N electrodes also

6



inhibits Andreev re�ections.

In a ballistic SNS Josephson junction, the Andreev re�ection lead to the for-
mation of states bounded to the N region: the so-called Andreev bound states
[89, 90, 91, 92] (see Fig. 1.1d). The energy of these states depend on the length
of the junction and the phase di�erence between the superconducting elec-
trodes [93, 94]. When one substitutes the N region in the middle with a fer-
romagnetic one, forming a magnetic Josephson junction (SFS), the spin degen-
eracy of the Andreev bound states breaks down. These states may cross the
Fermi energy at certain strengths of the exchange energy, ℎ. At these crossings
the system undergoes a quantum phase transition (QPT), which manifests as a
change of the total electronic spin of the system and a change of the ground-
state phase di�erence between the superconductors from 0 to � (or vice-versa)
[95, 96, 97, 98, 99, 100, 101, 93, 94]. We study the spectral properties of these SFS
junctions in Sec. 3.2.

In a periodic arrangement of these ballistic SFS junctions (forming a chain),
the Andreev bound states hybridize and form bands within the superconducting
gap. Such bands have been widely studied for the atomic-sized magnetic regions
[102, 103, 104, 105, 106, 107, 108, 109, 110], where the width of the F region and
its exchange energy is of the order of the Fermi wavelength and energy, respec-
tively. In this limit, the hybridization of the states can lead to topological phases
which host Majorana bound states at the ends of the impurity chain. In this the-
sis we study the analog of such atomic chains in a clean mesoscopic structure,
where the size of the F regions is much bigger than the Fermi wavelength and
the exchange �eld is very weak compared to the Fermi energy [111, 112]. We
call these structures quasi-1D Andreev crystals, which will be studied in Sec.3.3
of this thesis.

The structure of the thesis is the following: Chapter 2 is a brief introduction to
the theory of transport in superconducting mesoscopic systems. We summarize
basic elements of the BCS theory, the bogoliubov-de Gennes (BdG) formalism
and the quasiclassical Green’s function formalism, which will be extensively
used throughout this thesis. Readers who are not interested in the mathemati-
cal details can skip this chapter. The following chapters are self-contained and
present original research, thus being the main part of the thesis. Chapter 3 is
dedicated to the study of the spectrum in quasi-1D superconducting systems
with magnetic impurities. These systems can only change their spin polariza-
tion by an integer times the electronic spin after gap closing events. We start
by showing a full study of ballistic quasi-1D SFS short junctions in terms of the
length of the F region and the exchange �eld in it, after which we consider in�-
nite and junctions between semi-in�nite Andreev crystals. Chapter 4 is devoted
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Chapter 1. Introduction

to the study of di�erent devices based on S/FI bilayers. We start by describing
the theoretical model that accurately describes experimental measurements of
transport in FI-S-FI-S-FI tunneling junctions, where the FI in the middle is re-
sponsible for spin �ltering the current and the FIs at the borders cause the spin
splitting of the DOS in the adjacent superconductors. After that, we study the
heat transport in systems with spin-split superconductors, spin �lters and nor-
mal metals and discuss their refrigeration capabilities. To close the chapter, we
study wires where superconductivity, SOC and ferromagnetism are combined
and �nd suitable geometries in which they can be used as phase batteries. In
Chapter 5 we summarize the main results obtained in the previous two chapters
and discuss the impact that they may have in future works.

8



Chapter 2

Quasiclassical Theory of
Superconductivity

In this chapter, we introduce the main formalism used in subsequent chapters of
the thesis. Readers who are not interested in the mathematical details can skip
this chapter. The following chapters of the thesis are self contained and can be
followed without having read this one.

This chapter is organized as follows: in Sec. 2.1 we brie�y introduce the Bardeen-
Cooper-Schrie�er (BCS) theory – the �rst theory that successfully provided a
microscopic description of the superconducting phenomena. Based on the BCS
theory, we present two alternative formulations widely used in the study of su-
perconducting heterostructures: the Bogoliubov-de Gennes (BdG) formulation
in Sec. 2.2, and the Green’s functions (GFs) or Gor’kov formalism in Sec. 2.3.
In Sec. 2.4 we present the quasiclassical approximation that yields to the Eilen-
berger equation (Sec. 2.4.1) and the Usadel equation (Sec. 2.4.2), together with
the expressions to compute various observable quantities. Finally, in Sec. 2.5 we
show the Matsubara method that we will use in some parts of the thesis to obtain
observable’s values in thermal equilibrium.

2.1 Bardeen-Cooper-Schrie�er Model

In 1957, Bardeen, Cooper and Schrie�er [5] proposed a model Hamiltonian that
successfully explained, for the �rst time since superconductivity was discovered
in 1911, the main properties of the superconducting phase from a microscopic
perspective. The Bardeen-Cooper-Schrie�er (BCS) Hamiltonian describes an ef-
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Chapter 2. Quasiclassical Theory of Superconductivity

fective attractive interaction between electrons which form the so-called Cooper
pairs [6]. Cooper pairs obey bosonic statistics and, at very low temperatures,
they form a Bose-Einstein condensate that provides the superconducting state
with its properties.

The BCS theory is based on a phonon mediated interaction that leads to the
attraction between electrons [9, 11, 10, 14, 13, 12]. In the original theory it is
assumed that such attractive interaction is constant between electrons with en-
ergy smaller than a cut-o� energy !D of the order of the Debye energy. Be-
yond this energy the attractive interaction vanishes. Because the interaction is
typically weak, the characteristic energies of quasiparticles participating in the
superconducting phenomena are much smaller that the Fermi energy. It turns
out that a point-like constant interaction between the electrons in the form of
V (r1 − r2) =

g

2
�(r1 − r2) is a reasonable approximation, where r i is the position

of the i-th electron and �(r) stands for the Dirac delta function. An attractive
interaction corresponds to g < 0 and the limit of small interaction is given by
|g|�F ≪ 1, where �F is the density of states at the Fermi level.

With all these assumptions the BCS Hamiltonian in second quantization reads

BCS = ∫
dr

[
 
†

�
��� � +

g

2

 
†

�
 
†

�
 � �

]
, (2.1)

where the indices � and � label the spin of the particles and  � (r) and  
†

�
(r)

stand for the annihilation and creation Heisenberg operators, respectively, that
ful�ll the usual fermionic commutation relations when they are taken at the
same instant of time:

{

 � (r1),  �(r2)

}

=

{

 
†

�
(r1),  

†

�
(r2)

}

= 0, (2.2)
{

 
†

�
(r1),  �(r2)

}

= ����(r1 − r2). (2.3)

Here {,} =  +  stand for the anti-commutation operation. These com-
mutation relations imply that the attractive interaction term only contributes to
the BCS Hamiltonian when � ≠ � . This is an exempli�cation of Pauli’s exclusion
principle provided that we considered a point-like interaction.

The �rst term on the r.h.s. of Eq. (2.1) is the quasiparticle energy operator that
in most of this thesis reads,

���(r) = −

1

2m
[∇ − ieA(r)]

2

− � + V��(r), (2.4)

where V��(r) is any kind of single-particle potential operator, A(r) is the mag-
netic vector potential and � labels the Fermi energy. Throughout this chapter
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2.2. Bogoliubov-de Gennes Equations

we set ℏ = 1. Any term in the Hamiltonian (or any other operator) that does not
present a pair of spin indices is assumed to be diagonal in the spin-space, i.e., it
is multiplied by a ��� term.

Despite the BCS model proved to be very successful in the understanding of
the superconducting phase, its original formulation in the form of Eq. (2.1) is
very di�cult to solve even in the simplest, homogeneous case. For that reason,
in the following sections we present some formalisms typically used to obtain
the physical behaviour of inhomogeneous systems where the superconductor
does not permeate the whole space or its properties change from one point to
another.

2.2 Bogoliubov-de Gennes Equations

It is customary to simplify the two-particle interaction in Eq. (2.1) in a mean
�eld approximation:

e�
BCS

=
∫

d
3
r
[
 
†

�
��� � + U 

†

�
 � + Δ 

†

↑
 
†

↓
+ Δ

∗
 
↓
 
↑
]
, (2.5)

where,

U (r) = g ⟨ 
†

↑
 
↑
⟩ and Δ(r) = g ⟨ 

↓
 
↑
⟩ , (2.6)

are two unknown real and complex e�ective �elds, respectively, calculated from
the expectation value of the pairs of operators. The e�ective �eld U (r) corre-
sponds to the Hartree-Fock potential and, because the properties of conven-
tional superconductors are robust against weak electrostatic potentials [113],
one usually does not include this term in the Hamiltonian. In this section we
will maintain it in the equations for completeness, but we will drop it in the rest
of the thesis. Regarding the complex �eld Δ(r), we call it the pairing potential or
the superconducting order parameter. In conventional superconductors we may
also call it the superconducting gap. The value of the e�ective �elds is chosen
such that the eigenstates of the e�ective Hamiltonian correspond to the funda-
mental state, i.e., that they minimize the free energy. We show their value below
in the text (Sec. 2.2.1).

In Eq. (2.5) the U �eld is accompanied by one creation and one annihilation
�eld operator and, hence, it conserves the number of particles. To simplify the
notation, in the following we absorb U into ��� . By contrast, the complex �eld
Δ creates or annihilates a pair of electrons at once: a Cooper pair. The newly
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Chapter 2. Quasiclassical Theory of Superconductivity

formed pairs form a condensate. We refer to this process as the condensation of
the Cooper pairs. More precisely, we can rewrite the complex �eld as Δ = |Δ|e

i'

and identify |Δ| as the energy needed to break a single Cooper pair and ' as the
condensate state’s macroscopic phase. Note that the e�ective Hamiltonian only
conserves the number of particles up to modulo two.

Using the e�ective Hamiltonian, Eq. (2.5), we calculate the time evolution of
the creation and annihilation operators1,

i)t =
̂
� − iΔ�̂

y
 
∗

i)t 
∗
= iΔ

∗
�̂
y
 −

̂
�
∗
 
∗

}

, (2.7)

where we introduced the spinor operators  ≡ [ 
↑
,  

↓
]
T and  ∗

≡ [ 
†

↑
,  

†

↓
]
T and

�̂
0
=
(

1 0

0 1 )
, �̂

x
=
(

0 1

1 0 )
, �̂

y
=
(

0 −i

i 0 )
, �̂

z
=
(

1 0

0 −1 )
,

(2.8)

are the Pauli matrices spanning the spin space. In the preceding equations, and
from now on, the “hat” symbol, □̂,2 indicates that the underlying object is a 2 × 2
matrix.

The quasiparticle energy matrix in spin space that covers most of the scenar-
ios studied in this thesis reads,

̂
� (r, t) = −

1

2m

∇j∇j − � − ℎ
a
(r, t)�̂

a
− e�(r, t). (2.9)

Here the indices j = {x, y, z} and a = {0, x, y, z} label the spatial and spin co-
ordinates, respectively, and we sum over repeated indices. In Eq. (2.9), � is the
Fermi energy, ℎa is an arbitrary attractive exchange �eld acting on the a compo-
nent of the spin, and � labels an electrostatic potential. In Sec. 4.4 we will study
structures with spin-orbit coupling. In such a case additional terms are required
in Eq. (2.9). To simplify the algebra, we do not include those terms here, and at
the beginning of Sec. 4.4 we present the equations including SOC [61, 114].

The system of equations in Eq. (2.7) already resembles the Schrödinger equa-
tion for a four-element bi-spinor, [ ,  ∗

]
T . For historical reasons, however, in-

stead of  and its complex conjugate  ∗, we consider its time-reversal counter-
part, ̄

 ≡ −i�̂
y
 
∗
= [− 

†

↓
,  

†

↑
]
T . For these new set of operators we recast the

1The time evolution of an operator  in the Heisenberg representation reads )t = i[,],
where  is the Hamiltonian of the system.

2Here □ acts as a placeholder for the symbol of the matrix.
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2.2. Bogoliubov-de Gennes Equations

system of equations in Eq. (2.7) in a compact form:

i�̂3)tΨ =
(

̂
� Δ

−Δ
∗ ̂
�
c )

Ψ ≡ ̌BdGΨ, (2.10)

where ̂
�
c
≡ �̂

y ̂
�
∗
�̂
y is the time-reversal conjugate of the quasiparticles energy

and we de�ned a new four-element bi-spinor Ψ ≡ [ ,
̄
 ]

T
= [ 

↑
,  

↓
, − 

†

↓
,  

†

↑
]
T .

In Eq. (2.10) the 4 × 4 matrix ̌BdG is known as the Bogoliubov-de Gennes (BdG)
Hamiltonian. The newly introduced space is the so-calledNambu or electron-hole
space and we label the Pauli matrices spanning Nambu space as �̂i to distinguish
them from those spanning spin space, Eq. (2.8). Direct product between Pauli
matrices spanning di�erent spaces is implicit and whenever we do not specify
any matrix structure of a quantity in spin or Nambu space it is assumed to be
proportional to the identity matrix in that space as, for example, Δ = Δ�̂ 0. As in
Eq. (2.10), any 4×4 matrix is denoted with an overlying “check” symbol, □̌.

Equation (2.10) provides the time evolution of the �eld operators,  � (r), in
terms of the second-quantization matrix Hamiltonian ̌BdG . To obtain the spec-
tral properties of the system, though, we must �nd the eigenstates of the Hamil-
tonian. For that purpose we introduce the unitary Bogoliubov transformation
[115, 116, 117]:

⎧
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎩

 
↑
(r) = ∑

n (


n↑
u
n↑
(r) − 


†

n↓
v
∗

n↓
(r)

)

 
↓
(r) = ∑

n (


n↓
u
n↓
(r) − 


†

n↑
v
∗

n↑
(r)

)

, (2.11)

where 
n� and 
†
n�

are the new quasiparticles annihilation and creation operators,
respectively, that still satisfy the fermion commutation relations, Eqs. (2.2) and
(2.3). For the new operators to satisfy the commutation rules, it is necessary that
u
2

n�
+ v

2

n�
= 1. The transformation in Eq. (2.11) must diagonalize the e�ective

Hamiltonian in Eq. (2.5), that is,
e�

BCS
= Eg +∑

n,�

�n

†

n�

n� . (2.12)

Here, Eg is the ground state’s energy and �n is the energy of the excitation n.
The commutation of the e�ective Hamiltonian with the 
n� and 


†

n�
operators

provides us conditions to �x the value of the un� and vn� functions. Combining
these relations with the commutation relations between e�

BCS
and the operators

 � we obtain the celebrated Bogoliubov-de Gennes equations [118, 119, 120]:
⎛

⎜

⎜

⎜

⎜

⎝

�
↑↑

�
↑↓

Δ 0

�
↓↑

�
↓↓

0 Δ

Δ
∗

0 −�
∗

↓↓
�
∗

↓↑

0 Δ
∗

�
∗

↑↓
−�

∗

↑↑

⎞

⎟

⎟

⎟

⎟

⎠

⎛

⎜

⎜

⎜

⎝

u
n↑

u
n↓

v
n↑

v
n↓

⎞

⎟

⎟

⎟

⎠

= �n

⎛

⎜

⎜

⎜

⎝

u
n↑

u
n↓

v
n↑

v
n↓

⎞

⎟

⎟

⎟

⎠

. (2.13)
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Chapter 2. Quasiclassical Theory of Superconductivity

This equation let us obtain the excitation energies, �n, and the eigenfunctions,
un� (r) and vn� (r), of the superconducting system.

2.2.1 Self-consistent potentials: U (r) and Δ(r)

In the e�ective Hamiltonian that we present in Eq. (2.5) the mean-�eld potentials
U (r) and Δ(r) are some unknown functions to be determined by requiring that
the free energy calculated from the states that diagonalize e�

BCS
is stationary. By

de�nition, the free energy reads F = ⟨BCS⟩−TS, where T is the temperature, S
stands for the entropy and ⟨BCS⟩ =

∑
n
e
−�(�n−Nn)

⟨n|BCS |n⟩

∑
n
e
−�(�n−Nn)

is the expectation value of
the system’s energy computed by using the grand-canonical ensemble of statis-
tical mechanics. To calculate the expectation value, |n⟩ represents an eigenstate
of the e�ective Hamiltonian with energy �n and occupied with Nn particles and
� ≡ 1/kBT is the inverse temperature measured in energy units. In thermal equi-
librium such a condition is ful�lled by a real potential and a superconducting
order parameter that read [118],

U (r) = g ⟨ 
†

↑
 
↑
⟩ = g∑

n,�

[
|un� (r)|

2
f (�n) + |vn� (r)|

2

(1 − f (�n))]
, (2.14)

Δ(r) = g ⟨ 
↓
 
↑
⟩ = −g∑

n,�

v
∗

n�
(r)un� (r)(1 − 2f (�n)). (2.15)

Here the function f (�) = 1/(1 + e��) stands for the Fermi-Dirac distribution func-
tion. Because Eqs. (2.14) and (2.15) ensure that the potentials U and Δ in the
e�ective Hamiltonian are self-consistent, they are known as the self-consistent
equations of the potentials.

The potential in Eq. (2.14) corresponds to the standard Hartree-Fock result
for a point interaction. In a conventional superconductor, the superconducting
properties are robust against weak electrostatic potentials [113]. Moreover, the
value of averages like ⟨ 

†

�
 �⟩ do not change signi�cantly with temperature be-

cause particles from the whole Fermi sphere contribute to them. For these rea-
sons, from now on we treat U (r) as a constant potential that can be removed
from the e�ective Hamiltonian by absorbing it into the Fermi energy, �.

More importantly, the self-consistent expression of the superconducting order
parameter, Eq. (2.15), vanishes in absence of any Cooper pair formation mecha-
nism. In this case, only particles near the Fermi energy contribute to the averages
like ⟨ � �⟩, and therefore Δ(r) depends strongly on temperature.
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2.3. Green’s Functions formalism. Gor’kov equations.

2.3 Green’s Functions formalism. Gor’kov equa-
tions.

Bogoliubov-de Gennes equations present a simple method to obtain the physi-
cal properties of any superconducting system in a way that would see familiar
to anyone who has studied quantum mechanics. However, they become rather
complicated if one considers disorder or systems driven out of equilibrium. .
Also the calculation of observables from the wave-functions sometimes becomes
lengthy and di�cult. For these reason we present here a formalism that manage
to overcome some of these problems and that it is widely used in the theory of
superconductivity: The Green’s functions method.

The starting point is the de�nition of the 4×4 causal Green’s function (GF) in
the Nambu×spin space:

Ǧ(x1, x2) ≡ −i�̂3 ⟨T[Ψ(x1) ⊗ Ψ
†
(x2)]⟩

= −i�̂3[
⟨Ψ(x1) ⊗ Ψ

†
(x2)⟩ �(t1 − t2) − ⟨Ψ

†
(x2) ⊗ Ψ(x1)⟩ �(t2 − t1)]

, (2.16)

where xi labels a space-time quadrivector, T is the time-ordering operator, whose
e�ect we explicitly write in the second line of the equation, and �(t) is the step
function. The symbol ⊗ stands for the outer product between the spinors,

⎧
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎩

Ψ(x1) ⊗ Ψ
†
(x2) = Ψ(x1)Ψ

†
(x2)

Ψ
†
(x1) ⊗ Ψ(x2) = [Ψ

∗
(x1)Ψ

T
(x2)]

T

, (2.17)

andΨ = [ 
↑
,  

↓
, − 

†

↓
,  

†

↑
]
T is the �eld operator bi-spinor de�ned below Eq. (2.10).

A useful parametrization of the GF de�ned in Eq. (2.16) is

Ǧ =
(

Ĝ F̂

−F̂
c

Ĝ
c )

, (2.18)

where we know Ĝ and F̂ as the normal and anomalous GFs, respectively. Note
that they are 2×2 matrices in spin space that we can write, e.g., as Ĝ = Gs +

G
a

t
�̂
a, where Gs and Ga

t
are the single and triplet components of the normal GF

(the same parametrization holds for the anomalous GF, F̂ ). As de�ned below
Eq. (2.10), ̂c

≡ �̂
y̂∗

�̂
y stands for the time-reversal conjugate of the operator

̂.

The causal GFs in Eq. (2.18) satisfy the following equation which can be de-
rived using the expressions for the time evolution of the �eld operators, Eq. (2.7),
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Chapter 2. Quasiclassical Theory of Superconductivity

[
i�̂3)t1

− ̌BdG(x1) − Σ̌(x1)
]
Ǧ(x1, x2) = �(x1 − x2). (2.19)

Here, Σ̌ is a self-energy that can account for the disorder caused by the pres-
ence of impurities, the e�ect of applied external �elds, electron-phonon cou-
pling, etc. We will write it explicitly in di�erent cases in subsequent sections.
The expression in Eq. (2.19) is equivalent to the Dyson equation generalized
to the Nambu×spin space and it is often known as Gor’kov equations or as the
equations of motion of the GF.

A more careful analysis of the di�erent components of the matrix de�ned
in Eq. (2.16) can shed light on the physical meaning of the GFs. In the case of
the normal GF, when t1 > t2 the component G��(x1, x2) gives the probability of
�nding at x1 a particle with spin � given that we included a particle with spin
� at the space-time point x2. Otherwise it provides the probability of �nding a
hole with spin � at x2 given that we extracted a particle of spin � at x1 from the
Fermi sea. For anomalous GF, when t1 > t2 (t2 > t1) the element F��(x1, x2) gives
the probability of �nding a hole (particle) of spin � at x1 given that a particle of
spin � was extracted (included) at x2. Or in other words, the anomalous GFs,
F��(x1, x2), describe the superconducting condensate.

2.3.1 Keldysh space

The Keldysh Green’s functions formalism [121] allows describing many-body
systems outside equilibrium. Even in the cases where we study systems in ther-
mal equilibrium, this formalism also provides an uni�ed well-de�ned frame-
work that still makes it attractive to use. Following the established formalism
[121, 122, 123, 119], we de�ne the following three types of functions:

Ǧ
R
(x1, x2) ≡ −i�̂3 ⟨

{

Ψ(x1)
⊗
,Ψ

†
(x2)

}

⟩ �(t1 − t2), (2.20)

Ǧ
A
(x1, x2) ≡ i�̂3 ⟨

{

Ψ(x1)
⊗
,Ψ

†
(x2)

}

⟩ �(t2 − t1), (2.21)

Ǧ
K
(x1, x2) ≡ −i�̂3 ⟨[

Ψ(x1)
⊗
,Ψ

†
(x2)]

⟩ . (2.22)

where [⋅⊗, ⋅] stands for an outer-product commutator and {⋅⊗, ⋅} for an outer-product
anti-commutator. The quantities ǦR , ǦA and Ǧ

K in the expressions above are
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2.4. Quasiclassical approximation

Exact GF Quasiclassical 

Figure 2.1: Illustration of the quasiclassical approximation. The exact GFs
contain fast oscillations on the length of the inverse Fermi momentum,
k
−1

F
, that the quasiclassical approximation obviates to focus on their spa-

tial dependence on a larger scale. In superconducting systems this scale
is given by the superconducting coherence length, �0. The ratio kF �0 is
typically much larger than the one that we show in the illustration, but
we underestimated it for visualization purposes.

known ans the retarded, advanced and Keldysh GFs, respectively, and from di-
rect comparison with Eq. (2.16) it is easy to check that Ǧ =

1

2
(Ǧ

K
+ Ǧ

R
+ Ǧ

A
).

In the frequency domain Ǧ
R is analytic for Im(!) > 0, whereas ǦA is ana-

lytic for Im(!) < 0. This is a consequence of the identity Ǧ
A
= −�̂3

̌
(G

R
)
†
�̂3

that directly follows from the de�nitions in Eqs. (2.20) and (2.21). The retarded,
advanced and Keldysh GFs de�ned above are collected into an 8×8 matrix in
Keldysh×Nambu×spin space [124],

Ğ ≡
(

Ǧ
R

Ǧ
K

0 Ǧ
A

)
, (2.23)

that still ful�lls Eq. (2.19). From now on we mark 8×8 matrices with the □̆ symbol.
As we will see later, the retarded and advanced components contain the spec-
tral information (e.g. the density of states) of the system, whereas the Keldysh
components contains information on the occupation of the spectrum.

2.4 Quasiclassical approximation

In the previous section, we showed that we can obtain the exact GFs, Ğ, from
the Gor’kov equations, Eq. (2.19). The GFs obtained in this way would contain
all the information about the system but, in practice, they are extremely di�cult
to �nd for all but the simplest physical systems. For that reason we usually rely
on what is known as the quasiclassical approximation [125, 124, 126].
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Chapter 2. Quasiclassical Theory of Superconductivity

The quasiclasscial approximation works on systems where the physical pa-
rameters involved in the problem varies on length and time scales much larger
than the Fermi scale, q−1

F
. The phenomenon of superconductivity is a perfect

candidate to apply the quasiclassical approximation on because it adds an scale
(in addition to the already existing Fermi or atomic scale that characterize every
solid) that ful�lls the quasiclassical assumption. The superconducting scale is
given by a characteristic time, Δ−1, and a characteristic length, �0 ∼ Δ/vF (known
as the superconducting coherence length, where vF is the Fermi velocity), that in
conventional superconductors is around three or four orders of magnitude larger
than the inverse Fermi energy, �−1, and the Fermi wavelength, k−1

F
, respectively.

As a consequence, the exact GFs contain a fast oscillatory xi dependence on the
atomic scale that describes the physics of the electrons in the solid and a slow xi

dependence on the superconducting scale that accounts for the condensate. The
quasiclassical approximation consists on getting rid o� the fast oscillations of
Ğ to focus on the physics of the superconducting condensate (see Fig. 2.1). Re-
ciprocally, it means that we only care about processes involving quasiparticles
close to the Fermi surface. This is a very good approximation to study meso-
scopic devices where all the constituents are characterized by energies much
smaller than � ∼ 1 − 10eV and lengths much larger than k−1

F
∼ 0.1 − 1nm.

2.4.1 The Eilenberger Equation

Within the quasiclassical approximation one transforms the Gor’kov equation
into a transport (Boltzmann like) equation, that describes the dynamics of what
is known as the quasiclassical Green’s function. In this section, we make the con-
nection between the exact GFs and the quasiclassical Green’s function that ful�lls
a transport like equation: the so-called Eilenberger equation. This transport-like
equation is written in the phase-space that stems from the Wigner transforma-
tion, which we discuss below. The Eilenberger equation is widely used to study
ballistic systems of superconductors, i.e., systems with few or none impurities.

To obtain the Eilenberger equation from Gor’kov equations, we start by ex-
tracting to the Gor’kov equations [Eq. (2.19)] its conjugate:

[
i�̂3)t1

− ̌BdG(x1) − Σ̌(x1)]
Ǧ(x1, x2)

− Ǧ(x1, x2)[
i�̂3)t2

− ̌BdG(x2) − Σ̌(x2)]
= 0. (2.24)

In this way we get rid of the source term on the right-hand side (r.h.s.) of Eq. (2.19).
After this, we perform the Wigner transformation of Eq. (2.24), which consist on
�rst rewriting the equation that depends on two space-time points, x1 and x2,
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2.4. Quasiclassical approximation

in terms of center-of-mass and relative coordinates, x ≡ x1+x2

2
and �x ≡ x1 − x2,

respectively. The relative coordinate, �x, is then Fourier transformed, yielding a
description of Eq. (2.24) in terms of x and the energy-momentum coordinate, q,
namely,

i

2

{

�̂3, )tĞ(x, q)

}

+
[
"�̂3, Ğ(x, q)]

−
[
̌BdG

◦
,Ğ

]
x,q

=
[
Σ̆
◦
,Ğ

]
x,q

. (2.25)

Here, ◦ stands for convolution between the functions3 and [A◦
,B]x,q = (A ◦ B)x,q −

(B ◦ A)x,q is a commutation of convolutions due to the Fourier transform of �x,
where we are using the shorthand notation (A ◦ B)x,q ≡ A(x, q) ◦ B(x, q). In the
Fourier transform we used that q ⋅ �x = −"�t+k⋅�r , where " and k are energy and
momentum coordinates, respectively. Up to this point everything remains exact
and Eq. (2.25) is equivalent to the Gor’kov equations in another representation.

The Wigner transform of the convolution between those functions can be
written as [127]:

(
A ◦ B

)
x,q

≡ A(x, q) ◦ B(x, q) = e
−
i

2
()
A

q
)
B

x
−)

A

x
)
B

q
)
A(x, q)B(x, q), (2.26)

where the exponential is meant to be substituted by its power series. The A (B)
superscript on the partial derivative symbol indicates that it only operates on
the function A (B). The substitution of the convolutions by the series expansion
of the exponential on the r.h.s. of Eq. (2.26) is known as the gradient expansion
of the Wigner transformed operators.

When all the elements in Eq. (2.25) are slow varying functions of x compared
to the Fermi scale, and involve processes where the energy/momentum transfer
is much smaller than their Fermi values, it is a reasonable approximation to
maintain only the elements up to �rst order in )x and )q, and drop all the term
with higher order derivatives. To this e�ect we �rst substitute the convolutions
in Eq. (2.25) by its gradient expansion, Eq. (2.26), and then we dismiss any higher
order spatial derivatives. For this, we consider the quasiparticle energy matrix
in spin space, ̂� , described in Eq. (2.9). After some algebra, this process results
in a transport-like equation that reads:

i

2

{

�̂3, )tĞ

}

+

ikj

m

∇jĞ +
[
"�̂3 + e��̂3 + ℎ

a
�̂
a
�̂3 + Δ̌, Ğ]

= ̆. (2.27)

In conventional superconductors Δ̌(x) = iRe[Δ]�̂2 + iIm[Δ]�̂1 = i|Δ|ei'�̂3 �̂2 labels
the singlet superconducting order parameter, where '(x) is the superconducting

3The convolution happens in the q coordinate, i.e., WT[AB] = (A ◦ B)x,q = A(x,q) ◦ B(x,q) =

∫
dq

′

(2�)
4
A(x, q

′
)B(x, q − q

′
), where WT[… ] indicates that we Wigner transform the content be-

tween the square brakets.
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Chapter 2. Quasiclassical Theory of Superconductivity

phase. The term at the r.h.s. of Eq. (2.27) is the collision integral and it accounts
for the impurities in the system, external magnetic �elds, or other e�ects like
electron-phonon coupling. Up to �rst order in the gradient expansion, it reads

̆ =
[
Σ̆, Ğ

]
−

i

2

{

)qΣ̌, )xĞ

}

+

i

2

{

)xΣ̌, )qĞ

}

, (2.28)

which in most of the cases can be further simpli�ed by taking only the �rst term
on the r.h.s. of the equation. This simpli�cation accounts for situations where
either Σ̌ does not depend on x and q, or its dependence is very slow. In other
words, when all the processes described in Σ̆ involve creation of quasiparticles
with energy and momentum much smaller than the Fermi scale, � and kF , re-
spectively. In this case the calculation of the local GF (i.e. the GF for �r = 0 and
�t = 0

−, where 0− stands for an arbitrary small negative number) involve an
integral over the energy-momentum space that can be simpli�ed as follows:

Ğ(x, 0
−
) =

∫

d"

2�
∫

dk

(2�)
3
Ğ(x, p) ≈

∮

dSF

4�

�0 ∫

d"

2�
∫

d� Ğ(x, p). (2.29)

Here � ≈ vF ⋅ (k − kF ) is the linearized quasiparticle energy around the Fermi
energy, vF ≡ )k�

|
|k=kF

is the Fermi velocity, SF is the solid angle coordinate on
the Fermi surface and �0 is the DOS at the Fermi level (that can depend on SF ).
In Eq. (2.29) the approximations are twofold: �rst to extract the DOS from the
� integration assuming that it is constant on the small energy window around
the Fermi surface where the GF is �nite, and second to extend the lower bound
of the integration in � from −� to −∞. The GF calculated this way accounts for
local properties of the system, like the local density of states (LDOS) or density
currents.

Motivated by the last form of Eq. (2.29) we de�ne the quasiclassical GF as the
� -integrated GF,

ğ(x, n, ") ≡

i

�
∫

d� Ğ(x, p), (2.30)

that now only depends on the Fermi momentum direction, n ≡
vF

|vF |
, the fre-

quency, ", and the center-of-mass coordinates. The prefactor is chosen for con-
venience in future calculations of observable quantities.

The equation of motion for the quasiclassical GF is the celebrated Eilenberger
equation [128, 125],

i

2

{

�̂3, )t ğ

}

+ ivFnj∇j ğ + ["�̂3 + e��̂3 + ℎ
a
�̂
a
�̂3 + Δ̌, ğ] =

̆I, (2.31)
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2.4. Quasiclassical approximation

which is directly obtained by integrating Eq. (2.27) along the quasiparticle en-
ergy, � . The collision integral at the r.h.s. of the equation, is the � -integration of
Eq. (2.28), ̆I ≡

i

�
∫ d� ̆.

Because the source term of Gor’kov equations, Eq. (2.19), has been lost in the
substraction performed to obtain Eq. (2.25), the Eilenberger equation is arbitrary
about the amplitude og ğ. This ambiguity is removed by imposing Eilenberger’s
normalization condition,

ğ
2
(x, n, ") = 1. (2.32)

It is easy to check that when ğ ful�lls Eq. (2.31) then ∇ğ2 = 0 and, consequently,
if the quasiclassical GF is normalized at one point in the space then ğ2 = 1 every-
where in the system. Moreover, given the triangular structure of ğ in Keldysh
space [Eq. (2.23)], the normalization condition indicates that (ǧR)2 = (ǧA)2 and
allows for writing the Keldysh component of the GF in terms of the retarded and
advanced ones as follows,

ǧ
K
= ǧ

R ̌
f −

̌
f ǧ

A
, (2.33)

where the matrix ̌
f (x, n, ") contains information about the occupation of the

states in the solid, i.e., it is related to the distribution function. In the most general
case the 4 × 4 matrix distribution function can be written as [32]

̌
f = f0 + f3�̂3 + f

a

0
�̂
a
+ f

a

3
�̂
a
�̂3, (2.34)

where f a
0/3

are real-valued functions. The di�erent components of ̌f carry speci�c
information of the nonequilibrium state of the system. For instance, in homo-
geneous systems at thermal equilibrium without any electric nor spin bias the
distribution function reads ̌

f = tanh
�

2T
, where T is the temperature in energy

units.

2.4.1.1 Calculation of observables

One of the advantage of Green’s functions technique in comparison with the
BdG formalism is that GFs already contain the integration over the grand-canonical
ensemble and, therefore, calculation of observables becomes straight-forward.
We are interested in three particular types of observables: densities, currents and
the self-consistent potentials. From the de�nition of the exact GFs in Eqs. (2.20-
2.22) and the relation between the local equal-time GF [Eq. (2.29)] and its quasi-
classical counterpart, Eq. (2.30), it follows that the charge, spinand energy den-
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Chapter 2. Quasiclassical Theory of Superconductivity

sity of the system read [31, 32],

�(x) = −

e

16
∮

dSF

4�

�0 ∫
d"Tr

[
�̂3ǧ

K
(x, n, ")

]
, (2.35)

s
a
(x) =

1

16
∮

dSF

4�

�0 ∫
d"Tr

[
�̂
a
ǧ
K
(x, n, ")

]
, (2.36)

q(x) =

1

16
∮

dSF

4�

�0 ∫
d" " Tr

[
ǧ
K
(x, n, ")

]
, (2.37)

respectively, where the trace runs over the Nambu×spin space and direct product
between Pauli matrices spanning Nambu and spin spaces is implicit. As usual,
the respective identity matrices of Nambu and spin spaces, �̂0 and �̂ 0, are obvi-
ated to simplify the notation. One can identify (up to a constant �0

16
prefactor)

the term inside the " integral in Eq. (2.35) as the local density of states (LDOS)
of quasiparticles at x with energy " and velocity vF along the n direction.

Similarly, the the self-consistent �elds of the e�ective BCS Hamiltonian [Eqs. (2.14)
and (2.15)] read

Δ(x) =

g

16i
∮

dSF

4�

�0 ∫
d"Tr

[(
�̂2 + i�̂1)ǧ

K
(x, n, ")

]
, (2.38)

and U (x) = − g

e
�(x) in terms of the Keldysh component of the GF. Equation (2.38)

is often called the self-consistent equation of Δ and the term with �̂1 (�̂2) provides
the real (imaginary) part of the complex Δ �eld.

Finally, the expression for the charge, spin and energy currents read

j(x) = −

e

16
∮

dSF

4�

�0vF ∫
d"Tr

[
�̂3ǧ

K
(x, n, ")

]
, (2.39)

ṡ
a
(x) =

1

16
∮

dSF

4�

�0vF ∫
d"Tr

[
�̂
a
ǧ
K
(x, n, ")

]
, (2.40)

q̇(x) =

1

16
∮

dSF

4�

�0vF ∫
d" " Tr

[
ǧ
K
(x, n, ")

]
, (2.41)

respectively. Comparing Eqs. (2.35) and (2.36) with Eqs. (2.39) and (2.40), respec-
tively, one can see that the currents are calculated by multiplying the densities
with the vF at each point of the Fermi surface and then integration over SF . Be-
cause in general Fermi surfaces are not spherical the value of |vF | may change
between di�erent points on the Fermi surface.
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2.4. Quasiclassical approximation

2.4.2 The Usadel equation

The Eilenberger equation that we obtained in the previous section, Eq. (2.31), is
very successful in calculating the quasiclassical GFs of pristine superconducting
systems, where ̆I = 0. It is also useful to calculate the properties of systems with
one or few impurities, in which case we could calculate the collision integral
explicitly. Note that to do that we must know the exact distribution of the im-
purities. As soon as the concentration of impurities increases, ğ(x, n, ") becomes
extremely position and propagation direction dependent and obtaining it from
Eilenberger equation turns into a cumbersome job.

If we continue increasing the concentration of impurities, the calculation of
the quasiclassical GFs simpli�es again, though. This is the so-called dirty or dif-
fusive limit, and it is characterized by the fact that there are so many impurities
in the system that from any position the media seems homogeneous (i.e., in-
dependent of the propagation direction n). Thus, the quasiclasscial GF can be
expanded up to �rst order in the propagation direction,

ğ(x, n, ") ≈ ğ0(x, ") + nk ğk(x, "), (2.42)

where ğ0 = ⟨ğ⟩
n

is the s-wave and ğk is the p-wave part of the GF, and ⟨…⟩
n

stands for the average over SF . Because the dirty media is nearly homogeneous,
then ğk ≪ ğ0. Consequently, from the normalization condition the two parts of
the GF anticommute, ğ0ğk + ğk ğ0 = 0.

We consider a self-energy term in the collision integral that reads Σ̆ = i(Σ̆0 +
Σ̆so + Σ̆sf + Σ̆orb), where Σ0 describe non-magnetic impurities and Σso and Σsf ac-
count for spin-orbit and spin-�ip e�ects caused by magnetic impurities. The Σorb
term can be used to describe the orbital depairing e�ect of (Meissner) screen-
ing currents induced by an in-plane magnetic �eld in a thin �lm, leading to the
suppression of superconductivity [129]. Within Born approximation, the self-
energies for these elastic processes have the form [32]:

Σ̆0 =

ğ0

2�0

, Σ̆so =

�̂
a
ğ0�̂

a

8�so

, (2.43)

Σ̆sf =

�̂
a
�̂3ğ0�̂3�̂

a

8�sf

, Σ̆orb =

�̂3ğ0�̂3

�orb

. (2.44)

Here �0, �so and �sf are the scattering times due to impurities and their magnitude
strongly depends on the experimental procedures used to grow the sample. The
dirty limit that we discussed qualitatively in previous lines corresponds to the
case where �−1

0
is much bigger than any other characteristic energy scale in the
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Chapter 2. Quasiclassical Theory of Superconductivity

system (including Δ and the remaining elastic self-energy terms). The orbital
depairing relaxation time, by contrast, can be estimated in thin superconducting
�lms as [130, 131]:

1

�orb

=
(

�d�0B

√

6Φ0
)

2

Δ, (2.45)

where d is the width of the superconducting �lm, B is the applied magnetic �eld
and Φ0 ≡ �

e
is the magnetic �ux quantum4.

We start from the Eilenberger equation in equilibrium,

vFnj∇j ğ − i[
"�̂3 + e��̂3 + ℎ

a
�̂
a
�̂3 + Δ̌, ğ]

= −
[
Σ̆0 + Σ̆

′
, ğ

]
, (2.46)

where Σ̆′ = Σ̆so + Σ̆sf + Σ̆orb. We assume a spherical Fermi surface where vF does
not depend on the propagation direction, n. On the one hand, we calculate the
angular average of Eq. (2.46) to obtain

vF

3

∇j ğj − i[
"�̂3 + e��̂3 + ℎ

a
�̂
a
�̂3 + Δ̌, ğ0]

= −
[
Σ̆
′
, ğ0]

, (2.47)

in terms of the s-wave and p-wave parts of the GF, Eq. (2.42). On the other hand,
the angular average of Eq. (2.46) multiplied by nj reads

vF∇j ğ0 − i[
"�̂3 + e��̂3 + ℎ

a
�̂
a
�̂3 + Δ̌, ğj]

= −
[
Σ̆0 + Σ̆

′
, ğj]

. (2.48)

From Eq. (2.48) we can express the anisotropic part of the GF, ğj , in terms of the
isotropic one, ğ0, to �nd that:

ğj = −�0vF ğ0∇̃jg0. (2.49)

Inserting this result into Eq. (2.47) we obtain the Usadel equation [132] in
presence of random localized magnetic impurities,

D∇j(
ğ0∇j ğ0)

+ i
[
"�̂3 + e��̂3 + ℎ

a
�̂
a
�̂3 + Δ̌ + iΣ̆

′
, ğ0]

= 0 , (2.50)

where D ≡
v
2

F
�0

3
is the di�usion coe�cient. The three in the denominator of D

comes from the dimensionality of the system under consideration.

Note that the Usadel equation provides a description of the dirty media in
terms of uniquely the angle averaged GF, ğ0 and, hence, the 0 index is usually
dropped from the notation. This will be the case in subsequent chapters of the
thesis. When the overall dependence of the GF is not explicitly indicated one
should be able to distinguish between the quasiclassical GF in Eilenberger equa-
tion, ǧ(x, n, "), and the isotropic one in Usadel equation, ğ0(x, "), from the con-
text.

4Note that we are working in ℏ = 1 units. Otherwise Φ0 = ℎ

2e
.
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2.4. Quasiclassical approximation

2.4.2.1 Calculation of observables

The expressions for the observable quantities in the di�usive limit directly fol-
low from Eqs. (2.35)–(2.40) and the expansion of the quasiclassical GF in terms
of an isotropic and an anisotropic part, Eq. (2.42). We list them here, though, to
serve as a reference in the subsequent chapters. These are the explicit expres-
sions for (a) the charge density:

�(x) = −

e

16

�0 ∫
d"Tr

[
�̂3ǧ

K

0
(x, ")

]
, (2.51)

(b) the spin density along the a quantization axis:

s
a
(x) =

1

16

�0 ∫
d"Tr

[
�̂
a
ǧ
K

0
(x, ")

]
, (2.52)

(c) the energy density:

q(x) =

1

16

�0 ∫
d" " Tr

[
ǧ
K

0
(x, ")

]
, (2.53)

(d) the self-consistent superconducting gap:

Δ(x) =

g

16i

�0 ∫
d"Tr

[(
�̂2 + i�̂1)ǧ

K

0
(x, ")

]
, (2.54)

(e) the j component of the charge current density:

jj(x) = −

�n

16e
∫

d"Tr
[
�̂3(ğ∇j ğ)

K

(x, ")
]
, (2.55)

(f) the j component of the spin current density polarized along the a quantization
axis:

ṡ
a

j
(x) = −

�n

16e
2 ∫

d"Tr
[
�̂
a

(ğ∇j ğ)

K

(x, ")
]
, (2.56)

and (g) the j component of the energy current density:

q̇j(x) = −

�n

16e
2 ∫

d" " Tr
[(
ğ∇j ğ)

K

(x, ")
]
, (2.57)

Here �n = e2D�0 is the normal-state Drude conductivity.
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Chapter 2. Quasiclassical Theory of Superconductivity

2.4.3 Boundary conditions

Throughout Sec. 2.4 we have discussed how the quasiclassical approximation
helps describing system where spatial changes happen at length scales much
larger than the Fermi characteristic length, k−1

F
, and energies much smaller than

the Fermi level, �. This is indeed the case for bulk superconductors. However, we
are interested in combining di�erent materials to form complex structures. Inter-
faces between materials pose a special problem because they represent a strong
perturbation that varies along atomic length scales, which cannot be treated
quasiclassically. In this section we discuss how to match the quasiclassical GFs
across interfaces between materials with the help of appropriate boundary con-
ditions (BCs), which can be either derived heuristically, or from microscopic
models for the interface.

For the non-quasiclassical objects, like the spinors that solve the BdG equa-
tions in Sec. 2.2, Ψ(x), or the exact GFs obtained from the Gor’kov equations in
Sec. 2.3, Ğ(x1, x2), the boundary conditions at the interfaces are familiar to any-
one that has studied basic quantum mechanics: both the object and its spatial
derivatives must be continuous everywhere in the space. In the case of quasi-
classical propagators this is not generally the case. In Fig. 2.2 we show a pic-
torial representation of the spatial dependence of the exact (dashed blue line)
and quasiclassical GFs (solid red line) across the interface between two materi-
als, represented by the green and grey shaded areas. The exact GF shows fast
oscillations at the k−1

F
scale, whereas ğ only collects the overall spatial evolution

of Ğ over much larger length scales. As a consequence, when the changes of
physical properties across the interface happen in an atomic scale (Fig. 2.2b) the
quasiclassical propagator cannot follow the exact one and shows a discontinuity.
From a scattering perspective, part of an incident wave gets back-scattered after
hitting the interface and part of it gets transferred across it. As usual, the scatter-
ing information is encoded on the form of phase shifts in the fast oscillations of
Ğ. Scattering processes like these ones couple quasiparticles with di�erent mo-
mentum, p, and goes against the quasiclassical assumption. By contrast, if the
properties of the medium across the interface changes in a scale much larger
than k

−1

F
(Fig. 2.2a) the quasiclassical propagator is able to follow the overall

evolution of the exact GF and thus ğ remains continuous across the boundary.
In such type of interfaces incident waves are not back-scattered, in accordance
with the quasiclassical assumption. For this reason we usually refer to these sort
of boundaries as transparent interfaces.

The calculation of the proper boundary conditions that bridge the quasiclas-
sical GFs across di�erent interfaces is a di�cult topic that has attracted consid-
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2.4. Quasiclassical approximation

(a) (b)

Figure 2.2: Pictorial representation of the spatial dependence of the ex-
act (dashed blue line) and quasiclassical (solid red line) GFs, Ğ and ğ,
respectively, at the boundary between two di�erent media. Green and
grey shaded areas represent the two media with di�erent physical prop-
erties. When the physical properties at the boundary change (a) in a
length scale much larger than k

−1

F
, then ğ is continuous. Otherwise (a)

the quasiclassical GF presents a discontinuity at the boundary. By con-
trast, both the exact GF and its derivative remain continuous.

erable attention over more than thirty years. In this section we only present the
BCs that will be used in the rest of the thesis. Those readers interested in the
topic can read Refs. [133, 134] and Refs. [135, 136, 137, 138] for a derivation of
BCs for ballistic and di�usive systems, respectively, near an interface. Whereas
in Refs.[133, 135] the interfaces considered do not have spin-dependent �elds,
in Refs.[134, 136, 137, 138] the authors study spin active interfaces. Moreover,
in Refs.[139, 140] BCs are given for junctions between two electrodes with a
spin-dependent layer in-between. Such layer rewards the transfer of one spin-
direction across the junction over the other one, which results into an spin-
�ltering e�ect. In all the cases the interfaces are assumed to be (quasi-)homogeneous
along the interface plane, i.e., that the quasiclassical limit is only broken along
the direction perpendicular to the surface.

In the works presented in this thesis we focus on two types of interfaces.
On the one hand, we consider transparent interfaces (c.f. Fig. 2.2a) in ballistic
systems that are described by the continuity of the quasiclassical GFs:

ğ
L
(r I ) = ğ

R
(r I ). (2.58)

Here r I is the position of the interface and ğL and ğR stand for the quasiclassical
GFs that ful�ll the Eilenberger equation, Eq. (2.31), of the system at the left and
right sides of the interface, respectively.

On the other hand we study di�usive hetersotructures with high-resistance
interfaces between the di�erent constituents (Fig. 2.2b). High-resistance junc-
tions like these ones are often known as weak links. In these cases it is not the
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Chapter 2. Quasiclassical Theory of Superconductivity

quasiclassical GF that is continuous across the junction, but the current. The
connection between the di�usive-limit GFs at opposite sides of an interface with
a spin-dependent value of the conductivity (a.k.a. spin active interface) reads
[139, 140],

nj ğ)j ğ
|
|
|r=r I

=

G□

�n
[
Γ̂ğ

L

0
Γ̂, ğ

R

0
]
r=r I

, (2.59)

where nj is the unit vector normal to the interface, G□ is the conductance per
unit area of the interface and �n is the normal-state conductivity. The precise
theoretical de�nition of G□ is given in Refs. [140, 138], but in experiments it is
usually used as a �tting parameter. The quasiclassical GFs, ğL

0
and ğR

0
, ful�ll the

Usadel equation, Eq. (2.50), at the left and right sides of the interface, respec-
tively. In Eq. (2.59), the matrix Γ̂ describes the spin-�ltering e�ects of the layer
and it reads,

Γ̂ = u + v�̂
z
�̂3, (2.60)

where the parameters u and v depend on the polarization of the barrier, P , as
follows:

u =

√

1 +

√

1 + P
2

2

, v =

√

1 −

√

1 − P
2

2

(2.61)

and we assumed that the polarization happen along the z axis. One can easliy
check from the expressions in Eq. (2.61) that u2 + v2 = 1, that 2uv = P and that
u
2
− v

2
=

√

1 − P
2.

In Eq. (2.61) the polarization parameter ranges between the values −1 < P <

1 and it indicates how favorable is the transmission through the interface of
quasiparticles with one spin orientation along the z axis over quasiparticles with
the opposite spin. A value of P = 1 (P = −1) means that means that only spin-up
(-down) quasiparticles can travel through the barrier, whereas spin-independent
transport is given by P = 0.

From Eq. (2.59) it directly follows that at the boundaries of a �nite di�usive
system nkJk = 0, i.e., that there is no current �owing out to the vacuum. This
relation is very useful to describe mesoscopic di�usive systems with reduced
lateral dimensions and we will use it in this thesis to study quasi-1D and quasi-
2D hybrid structures with superconductors.
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2.5. Matsubara method and analytic continuation of the Green’s functions

2.5 Matsubaramethod and analytic continuation
of the Green’s functions

In several part of this thesis, we compute observable in systems at thermal equi-
librium, for which we sometimes use the Matsubara method [141]. Within this
method one transforms the energy integrals into in�nite sums that often con-
verge fast enough, thus leading to an advantage from the computational per-
spective. In this section we present a brief survey on the Matsubara technique.
For a more complete study of the Matsubara method one can go to textbooks on
Green’s functions in solid state physics, like Refs. [142, 143, 144, 116, 119].

Matsubara method exploits the formal similarity between the Boltzmann oc-
cupation probability term, e−� , and the time-evolution operator, eit , in the
calculation of expectation values in the grand-canonical ensemble for the imag-
inary times, t = i� . One can, hence, construct a full formalism for the so-called
“temperature” or “imaginary time Green’s functions”, which, unlike “ordinary”
GFs, Eq. (2.16), do not depend on time tj , but rather on a �ctitious imaginary
time, �j = itj . When the Hamiltonian is time independent, it is su�cient to re-
strict the “time” variables to the range 0 < �j < � so that its di�erence satis�es
the condition −� < �1 − �2 < � . In this limited domain, the temperature GF dis-
plays the symmetry[116] Ǧ(�1 − �2) = −Ǧ(�1 − �2 + �) (we drop the dependence
of Ǧ on the spatial coordinates to simplify notation). Because of this periodicity,
the Fourier components of the temperature GFs are nonzero only for an in�nite
set of discrete (imaginary) frequency values, !n. These are called Matsubara fre-
quencies and they equal !n = (2n + 1)�T in systems of Fermi particles.

In the frequency-space, the temperature GFs are de�ned only at the imaginary
Matsubara energies, i!n, whereas the retarded and advanced GFs are de�ned at
the real-energy axis, �. Thus, analytic continuation of these GFs provides us a
Green’s function, Ǧ(�), that is de�ned in the entire complex plane. Because the
retarded (advanced) GFs are not analytic in the lower (upper) half-imaginary
plane, they are related to the analytic continued GF as follows: ǦR

(�) = limΓ→0 Ǧ(�+

iΓ) (ǦA
(�) = limΓ→0 Ǧ(� − iΓ)), where � is in the real-energy axis and Γ is an ar-

bitrarily small positive number. In the context of superconductivity, Γ is typ-
ically known as the Dynes parameter5 [145, 146] and a �nite positive value
of it provides a phenomenological way to describe inelastic processes by soft-
ening the sharp features in the spectrum. At those real-energy values where
Ǧ
R
(�) ≠ Ǧ

A
(�), the analytic continued GF presents a branch cut across which Ǧ

5Note that we use the same symbol sith a hat, Γ̂, for the matrix describing spin-�ltering
barriers in Eq. (2.60).
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Chapter 2. Quasiclassical Theory of Superconductivity

Figure 2.3: Deformation of the integration contours that yields the sum-
mation over Matsubara frequencies, !n. We indicate in blue, red and
green some (arbitrary) poles of R and A and the poles of hyperbolic
tangent, respectively. The slashed parts in the real axis indicate places
where  (�)may be discontinuous (i.e. branch cuts of the complex func-
tion). The blue (red) contours on the left panel indicates the contour
along the function R (A) is integrated. Because R (A) is analytic
in the (lower-) upper-half imaginary plane, as long as  decays faster
than �

−1 at the in�nities, we can always transform the contours in the
left panel to the sum over Matsubara frequencies,!n, shown in the right
panel.

is discontinuous (slashed parts of the real axis in Fig. 2.3).

We can take advantage of the properties of the analytic continuation of the
GF describe above to calculate observable quantities. In thermal equilibirum the
computation of an observable from the quasiclassical GFs typically involves in-
tegrals of the form:

∫
d�

[
R
(�) − A

(�)
]
tanh

�

2T

. (2.62)

Here, T is the temperature of the system, the hyperbolic tangent is the distribu-
tion function, Eq. (2.34), and R and A stand for an arbitrary functional only
including retarded and advanced quasiclassical GFs, respectively. The analytical
continuation of Ǧ also provides a way to de�ne  (�) all across the complex en-
ergy plane, which inherits the analytic properties of the GF, notably the branch
cuts in the real energy axis.

Having the analytic continuation of  (�) all across the complex plane we can
evaluate the integral in Eq. (2.62) using the residue Theorem, as long as the func-
tion under the integration sign converges fast enough. In the left part of Fig. 2.3
we show the way to close the contours. The contour for the integral of the re-
tarded (advanced) term in Eq. (2.62) is represented in blue (red), whereas the
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2.5. Matsubara method and analytic continuation of the Green’s functions

“⊗” symbols in blue, red and green point the (possible) positions of the poles of
R
(�), A

(�) and the hyperbolic tangent, respectively. Note that the hyperbolic
tangent has poles at the Matsubara frequencies, � = i!n ≡ (2n + 1)i�T . One can,
then, deform the contours on the left side if Fig. 2.3 into the ones shown in the
right side of the same �gure, relating the integral in Eq. (2.62) to an in�nite sum
of the function  (�) over the Matsubara frequencies, as follows:

∫

∞

−∞

d�
[
R
(�) − A

(�)
]
tanh

�

2T

= 4�iT

∞

∑

n=−∞

 (i!n). (2.63)

This recipe holds for any calculation of observable quantities at thermal equi-
librium and it is particularly bene�cial for numerical evaluation. Close to the
real-energy axis the  (�) function typically present tricky analytical properties
and, when superconductivity is involved in the problem, it usually present sharp
features that hinders numerical evaluation of the integrals. Along the imaginary
axis, though,  (�) varies slowly. The sum converges faster with increasing value
of the temperature, T . We can also take advantage of a mathematical technique
known as the Gaussian quadrature [147] to reach a faster convergence of the
sum. By contrast, when T → 0 the sum can be converted again into an integral
according to Riemann’s de�nition of an integral,

lim
T→0

4�iT

∞

∑

n=−∞

 (i!n) = 2i ∫
∞

−∞

d! (i!). (2.64)

Unlike in the integral of Eq. (2.62), here the integrand does not present the sharp
features typical of the superconducting state.
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Chapter 3

Magnetic impurities and chains in
superconductors

According to Anderson’s theorem [113], non-magnetic impurities1 in a conven-
tional superconductor do not modify substantially its spectrum. On the other
extreme, a small concentration of magnetic impurities can destroy superconduc-
tivity [148, 149, 95, 96]. When such magnetic defects are isolated, though, they
lead to bound states localized around them [90, 91, 92, 89, 95, 150, 96, 151, 152,
153, 154, 94]. The study of these bound states around magnetic impurities and
Josephson magnetic junctions has attracted a great deal of attention in the past
years. In this context, it is essential to understand the spectral properties around
the magnetic region. In a quasi one-dimensional (quasi-1D) setup2, this is equiv-
alent to study the spectrum of a superconductor-ferromagnet-superconductor
(SFS) junction. The features of such bound states depend on the size of the mag-
netic impurity and the strength of the exchange interaction [94].

Ballistic SFS junctions have been widely explored in the past, mainly in two
limiting cases. One of them is the quasiclassical limit [155, 29, 30, 156, 157],
in which the Fermi energy, �, is assummed to be much larger than any other
energy involved in the system, including the superconducting gap, Δ, and the
Zeeman splitting, ℎ. In this limit, one can directly apply the Bohr-Sommerfeld
semiclassical quantization condition [158] and demonstrate that, in the absence
of interface barriers, the spectrum consists of two double-degenerate Andreev
bound states with opposite energies. This degeneracy of the bound states re�ects
the degeneracy of the ±kF Fermi momentum valleys, which remain uncoupled

1regions of much smaller size than the superconducting coherence length, �0.
2a wire which lateral dimensions are much smaller than �0.
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Chapter 3. Magnetic impurities and chains in superconductors

   Andreev
reflection

normal scattering

Figure 3.1: Schematic representation of the specturm of a quasi-1D
s-wave superconductor. The electron- (dashed blue line) and hole-
branches (dashed red line) couple forming valleys (solid green line) and
opening a gap equal toΔ at the Fermi surface. As sketched by the dashed
arrows, Andreev re�ections couple electron- and hole-branches within
each valley, whereas normal back-scattering events couple quasiparti-
cles at di�erent valleys.

in the absence of normal re�ection, as it is schematically shown in Fig. 3.1.

The second widely studied limiting case corresponds to the situation where
the spin-splitting �eld is very large, ℎ ≫ �, and concentrated in a region much
smaller than k−1

F
[90, 91, 92, 150, 93]. This has been described as �-like magnetic

impurity that strongly couples both propagation directions to form two non-
degenerate bound states within the gap with opposite energies. These states,
known as the Yu-Shiba-Rusinov (YSR) states, may cross the Fermi level at a cer-
tain strength of the exchange energy. At this crossing, the system undergoes a
quantum phase transition (QPT) [95, 96] that has been widely studied within
the �-like impurity model. This QPT is characterized by the change of the total
spin of the system at zero temperature by one unit of electronic spin, ℏ/2. The
discussion of whether such a QPT may take place beyond the impurity model
was an open question. To address it, one needs to understand how these two
known limiting cases are connected. This is what we do in Secs. 3.1.1 and 3.2,
based on the work presented in Ref. [94].

In a periodic arrangement of magnetic impurities, as for example a chain, the
single-impurity bound states hybridize and form bands within the supercon-
ducting gap. Such bands have been widely studied for atomic-sized magnetic
impurities [102, 103, 104, 105, 106, 107, 108, 109, 110]. The hybridization of YSR
states can lead to topological phases which host Majorana bound states at the
ends of the impurity chain. In Refs. [111, 112] we proposed the analog of such
atomic chains in a mesoscopic structure with lateral dimensions smaller than the
superconducting coherence length, �0. The magnetic impurities are replaced by
semiclassical magnetic regions realized, for example, by the contact to magnetic
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3.1. Spin polarization in gapped systems with colinear spin �elds

materials. Mesoscopic structures involving superconductors and ferromagnetic
materials have been extensively studied, mainly in the di�usive limit, in the
context of superconducting spintronics [29, 30, 159, 160, 161, 162, 163, 164]. Our
focus is from a very di�erent perspective. We consider clean superconducting
wires with a periodic array of magnetic regions as a mesoscopic realization of
crystals, which we call Andreev crystals (ACs). Speci�cally, in Sec. 3.3 we present
the general theory of ACs, including non-collinear magnetization orientation
and arbitrary separation between the magnetic impurities.

This chapter is organized as follows: in Sec. 3.1, we discuss some general re-
sults on the spin polarization in gapped systems with colinear spin �elds. We
show two di�erent methods to calculate it in terms of a generalized phase shift
and in terms of the spectral asymmetry of the Hamiltonian. In Sec. 3.2, we study
the spectral properties of ballistic quasi-1D SFS short junctions. In such a sys-
tem the ferromagnetic region acts as a magnetic impurity, which let us explore
the problem of a single magnetic impurity in a superconductor beyond the lim-
its where it had been previously studied. Finally, in Sec. 3.3, we introduce the
concept of quasi-1D Andreev crystals and fully discuss their spectral properties.
We restrict our study to single and junctions between two helical ACs3 and, in
particular, we obtain full analytical results for systems involving ferromagnetic
and antiferromagnetic ACs.

3.1 Spin polarization in gapped systems with co-
linear spin �elds

In this section we show that the spin polarization of a gapped system can only
change its value by an integer times the electronic spin unit, ℏ/2, after gap clos-
ing events. We present two alternative demonstrations based on our previous
works [94, 111]. The �rst demonstration (Sec. 3.1.1) relates the total ground-
state spin of the gapped system to a generalized phase shift, in a similar way to
the well-known Friedel sum rule. The second approach (Sec. 3.1.2) relates the
spin polarization to the spectral asymmetry index, a quantity used in topology
[165, 166, 167], quantum �eld theory and condensed matter physics[168, 169,
170, 171, 172].

In both cases, we consider a superconducting system in the presence of a
potential with a spin-dependent part parallel to the z-axis (i.e. it commutes with

3i.e. ACs where the magnetization of the impurities forming the chain rotates by a constant
angle between subsequent impurities, forming a helix.
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�̂
z). The BdG Hamiltonian [see Eq. (2.10)] describing such a system is block

diagonal in spin with

̂� (r) = ̂0 + V̂� (r). (3.1)

Here,

̂0 = � �̂3 + Δ�̂1, (3.2)

is the unperturbed BdG Hamiltonian of the system and

V̂� (r) = V0(r)�̂3 − �ℎ(r), (3.3)

is the perturbation potential, consisting on an electrostatic �eld-like part, V0(r),
and an exchange �eld-like part, ℎ(r). In Eqs. (3.1), (3.2) and (3.3), � stands for the
quasiparticle energy operator, Δ is the superconducting order parameter and �
is the spin index, which throughout this chapter is substituted by � =↑ (↓)when
it appears as a subscript and by � = +(−) when it is part of an equation to label
spin up (down) quasiparticles.

The results obtained in this section are fundamental for the rest of the chapter.

3.1.1 Phase shift approach

We start by considering the �-spin component of the retarded exact GF obtained
from the Gor’kov equations [see Eq. (2.19)] in energy space,

Ĝ
R

�
(�) = (� − ̂� + i0

+

)

−1

, (3.4)

where ̂� is the BdG Hamiltonian for the spin component � given in Eq. (3.1).
The total electronic spin polarization along the z can be expressed in terms of
the GF,

S
z
= −

ℏ

4�
∫

∞

−∞

d� Im
[
Tr

(
Ĝ
R

↑
(�) − Ĝ

R

↓
(�)

)]
fF (�). (3.5)

Here, fF (�) = (e�/kBT + 1)−1 is the Fermi distribution function and the trace runs
over the whole coordinate ⊗ Nambu space.

The exact GF in Eq (3.5) can be also written in terms of the unperturbed GF,
Ĝ0, and the potential, V̂� , via Dyson’s equation, ĜR

= Ǧ
R

0
+ Ĝ

R

0
V̂� Ĝ

R

�
. Solving it

for ĜR

�
and substituting it back into the right hand side, we obtain the following

expression determining the exact ĜR

�
:

Ĝ
R

�
= Ĝ

R

0
+ Ĝ

R

0
V̂� (I − Ĝ

R

0
V̂� )

−1
Ĝ
R

0
. (3.6)
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As the total spin of the unperturbed system is zero, only the second term on the
right-hand side (r.h.s) of Eq (3.6) contributes to the trace in Eq (3.5).

Let us now assume that V̌ is an energy independent local perturbation. Notic-
ing that (ǦR

0 )

2

= −
dǦ

R

0

d�
, one can use the cyclic property of the trace to obtain from

Eq (3.5) the z-component of the total spin:

S
z
=

ℏ

2
∫

∞

−∞

d�

2�

fF (�)

d

d�
[�↓(�) − �↑(�)] , (3.7)

where

�� (�) ≡ Im
{

ln [ det(I − Ĝ
R

0
(�)V̂� )]

}

, (3.8)

is a generalized phase shift. Note that V̂� can have any spatial distribution and
that the determinant inside the logarithm is the quantization condition coming
from the Lippmann-Schwinger equation. In particular, zeros of this determinant
determine the spectrum of the bound states. At zero temperature (T = 0), Eq (3.7)
becomes especially simple,

2S
z
/ℏ =

1

2�
[�↓(0) − �↑(0)]. (3.9)

This result is analogous to the well-known Friedel sum rule that relates the
charge/spin induced by a local perturbation to the phase shifts at the Fermi level.

The important feature of the superconducting state is its gap at the Fermi level
(� = 0), where the unperturbed Green’s function is real and, therefore, det(I −
�Ĝ

R

0
(0)V̂� ) is real too. Thus, �� (0)/� can only take integer values, which will only

change discontinuously by ±1 when a spin polarized bound state crosses the
middle of the gap, as the determinant changes its sign. The electron-hole sym-
metry requires that the spin-up/down polarized states cross zero simultaneously
while moving in opposite directions. As a result, at every crossing event the nor-
malized spin 2S/ℏ jumps by one. The stepwise process of the spin polarization
that follows from our phase-shift arguments agrees with the picture of Ref. [96]
based on the analysis of the spin structure of the many-body BCS wavefunction
in the �-like impurity case. However, it should be noted that the result of this
section is valid for any energy independent local perturbation potential V̌ acting
on a system with a gap at the Fermi energy and Green’s function Ǧ0, as long as
V̌ commutes both with Ǧ0 and �̂z .

In the above derivation we have only assumed that the perturbation V̂� is
localized in space and has a collinear magnetic structure. Therefore our sum rule
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Chapter 3. Magnetic impurities and chains in superconductors

relating the total induced spin to the in-gap spectrum applies to any dimension
and any size and shape of a �nite magnetic region. For example, it can be directly
used to analyze the behavior of the total spin in a magnetic chain on top of a
superconductor, as the one studied in Ref. [173].

3.1.2 Spectral asymmetry index approach

In this section, we present an alternative way to calculate the total spin po-
larization in systems with collinear magnetization. We consider an s-wave su-
perconductor in the presence of a spin dependent �eld described by the BdG
Hamiltonian in Eq. (3.1). From the corresponding imaginary-frequency Green’s
functions (GFs), Ĝ

↑(↓)
(�) = [i� − Ĥ

↑(↓)
]
−1, one can compute the total spin polariza-

tion along the z axis of the system at zero temperature:

S
z
=

ℏ

4

lim
�→0

Tr
∫

d�

2�
[
Ĝ
↑
(�) − Ĝ

↓
(�)

]
e
i��
, (3.10)

where the trace runs over the coordinate⊗Nambu space. Since the spin-up and
-down components of the Hamiltonian are related by the transformation Ĥ

↓
=

−�̂2Ĥ↑
�̂2, then the GFs also ful�ll that Ĝ

↓
(�) = −�̂2Ĝ↑

(−�)�̂2. Substituting this rela-
tion into Eq. (3.10) and using the cyclic property of the trace we obtain:
2S

z

ℏ

=

1

2

lim
�→0

Tr
∫

d�

2� [

1

i� − Ĥ
↑

+

1

−i� − Ĥ
↑

]
e
i��
= −

1

2

lim
�→0

∑

n

sgn(E
n↑
)e
−|E

n↑
|�
, (3.11)

where E
n↑

stands for the energy of the n-the eigenstate of the spin-up Hamil-
tonian. The expression in the last line corresponds to the di�erence between
the number of states below and above the Fermi energy for a given spin projec-
tion, and it is known as the spectral asymmetry index, widely used in topology
[165, 166, 167], quantum �eld theory and condensed matter physics[168, 169,
170, 171, 172]. In a gapped system, an adiabatic deformation of the Hamiltonian
can only change the value of this index by closing and reopening the gap. The
need to close the gap to change the spin polarization of the system is in full
agreement with the result that we presented in Sec. 3.1.1. In the following sec-
tions we will use either of these two arguments to describe the evolution of the
spin polarization, depending on the context.

3.2 Spectral properties of ballistic SFS junctions

A ballistic quasi-1D superconductor-ferromagnet-superconductor (SFS) junction
constitutes a good example of a gapped system with collinear spin �elds. In this
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3.2. Spectral properties of ballistic SFS junctions

section, we study the spectral properties of such systems beyond the commonly
studied limits that give rise to the well-known Andreev and Yu-Shiba-Rusinov
(YSR) bound states. Among other things, we use the results presented in Sec. 3.1
to discuss the dependence of the polarization of the junction with the strength
of the magnetic link.

The results of this section have been originally presented in Ref. [94]. The
goals are twofold. On the one hand, we derive a general expression, Eq (3.18),
that determines the subgap spectrum of a one-dimensional junction in terms of
the normal-state transfer matrix for an arbitrary spin-dependent potential de-
scribing the F region, assuming that Δ = 0 within F. For the particular case of a
collinear (unidirectional) magnetization in the F region, the generalized Friedel
sum rule adapted for the superconducting state that we obtained in the previous
section, Eq. (3.9), states that every time a bound state crosses the Fermi energy,
the total electronic spin changes by the amount of ℏ/2. On the other hand, we
use these �ndings to provide a complete analysis of the subgap spectrum of a
ballistic one-dimensional SFS junction for and arbitrary homogenoeus exchange
�eld ℎ. We focus on the short junction regime, where the ferromagnetic region is
shorter than the superconducting coherence length, �0. In this case, the presence
of a superconducting gap in the ferromagnet due to the proximity e�ect has no
e�ect on the subgap spectral properties of the junction, so we set Δ = 0 in F. For
this system we obtain the normal-state transfer matrix and, from it, we deter-
mine all spectral properties of the system from the central expression, Eq (3.18).
We recover the well-established limiting cases, i.e. delta-like and semiclassical
magnetic region, but also the subgap spectrum for all intermediate situations.
We identify the values of the exchange �eld ℎ and width of the magnetic re-
gions, d , at which zero-energy crossings of bound states occur. As in the YSR
case, these crossings are associated with a QPT, which manifests as a change of
the total electronic spin of the system, in accordance with the sum rule derived
in section 3.1.1. We �nally demonstrate that this change of the total spin at the
QPT is associated with the change of sign of the supercurrent in the SFS junc-
tion or, equivalently, to a change of the ground state phase di�erence between
the superconductors from 0 to � .

3.2.1 The model

We consider a one-dimensional geometry consisting of a superconducting wire
interrupted by a ferromagnetic region, as sketched in Fig. 3.2. The BdG Hamil-
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F SS

Figure 3.2: Sketch of the ballistic SFS junction under consideration. Two
semi-in�nite quasi-1D superconducting electrodes, with a supercon-
ducting phase di�erence ', are separated by a ferromagnetic region of
width d and a constant exchange �eld ℎ pointing along the z axis.

tonian of the system reads

̌(x) =
(

−
ℏ
2
)
2

x

2m
− � − V̂ (x) Δ(x)

Δ
∗
(x)

ℏ
2
)
2

x

2m
+ � + V̂

c
(x) )

. (3.12)

Here � is the chemical potential, Δ(x) is the superconducting gap that is only
�nite on the S electrodes, Δ(|x| > d/2) = |Δ|e

±i'/2, the length of the F region is
labeled by d and ±'/2 is the superconducting phase, where the plus (minus) sign
stands for the right (left) superconductor. The potential V̂ (x) = V0(x) + h(x) ⋅ �̂
is only �nite, but arbitrary, within the region |x| < d/2 and it consists of an
scalar component V0 and a spin-dependent one h(x) ⋅ �̂ = ℎ

a
(x)�̂

a, where we
sum over repeated indices. The c superscript denotes time-reverse conjugation,
V̂
c
= �̂

y
V̂
∗
�̂
y .

We focus on the subgap spectra, � < |Δ|, which determines the main transport
features at zero voltage and low temperatures. For such energies, the decaying
wavefunctions into the left (L) and right (R) superconducting leads for each spin
component read

Ψ
�

L
(x <

−d

2
) = e

x/�

[(

A
�

L

A
�

L
e
i�
e
−i'/2

)

e
ikF x

+
(

B
�

L

B
�

L
e
−i�
e
−i'/2

)
e
−ikF x

]

, (3.13)

Ψ
�

R
(x >
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2
) = e

−x/�

[(
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�

R
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R
e
−i�
e
i'/2

)

e
ikF x

+
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�
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�

R
e
i�
e
i'/2

)
e
−ikF x

]

, (3.14)

where the upper (lower) element of the Nambu spinors stand for electrons (holes),
the index � labels the spin components, � = ℏvF /

√

Δ
2
− �

2 is the decaying length
of the wavefunction into the superconductor and kF and vF stand for the Fermi
wavenumber and the Fermi velocity respectively. The quantity � is the phase
associated with each Andreev re�ection at the S/F interface and it is given by
cos � =

�

Δ
. The coe�cientsA�

L(R)
and B�

L(R)
in Eqs (3.13) and (3.14) are the constants

of integration at the left (right) superconductor for the quasiparticles consisting
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3.2. Spectral properties of ballistic SFS junctions

e

h

e

h
ballistic propagation Andreev

reflection

Figure 3.3: Andreev loop. The dark areas correspond to the supercon-
ducting electrodes, whereas the light area in between is the ferromag-
netic region. Electrons and holes are represented with “e” and “h” sym-
bols, respectively, and the solid (dashed) lines indicate propagation be-
tween (Andreev re�ections at) the S/F interfaces.

of right moving (those multiplied by eikF x ) and left moving (those multiplied by
e
−ikF x ) electrons, respectively.

At this stage it is convenient to de�ne the four-element vectors,

CL(R) ≡ (A
+

L(R)
, B

+

L(R)
, A

−

L(R)
, B

−

L(R)
)
T
, (3.15)

for the left (right) superconductor. The wave functions on opposite sides of the
F region are connected via the normal state electronic T-matrix, Ť

CR = ŤCL (3.16)

for the electrons and

CR = e
−i'
e
i�̌
Ť
c
e
i�̌CL (3.17)

for the holes. In Eqs (3.16) and (3.17), ei�̌ is a short-hand notation for a matrix
with the elements [ei� , ei� , e−i� , e−i�] in the diagonal and zeros elsewhere. Notice
that time conjugation also implies to change the sign of the quasiparticle energy
(� → −�), so that Ť c

(�) = �̂y Ť
∗
(−�)�̂y .

After substitution of CR from Eq (3.16) into Eq (3.17) and multiplication by
Ť
−1 from the left one obtains a homogeneous equation for CL that leads to the

condition determining the bound states:

det
(
e
i'
− Ť

−1
e
i�̂
Ť
c
e
i�̂

)
= 0 . (3.18)

This expression is a generalization of Beenakker’s equation for the Andreev
spectrum of a SNS junctions derived from the scattering matrix [174]. The sec-
ond term inside the determinant describes an Andreev loop, whose geometrical
interpretation we show in Fig. 3.3. Namely, from right to left, �rst an electron
from F is Andreev re�ected as a hole at one F/S interface (dashed line on the
right of Fig. 3.3). The hole propagates to the opposite interface (lower solid line
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Chapter 3. Magnetic impurities and chains in superconductors

of Fig. 3.3) and it is converted again into an electron via the Andreev re�ection
(left dashed line of Fig. 3.3). The electron is �nally transferred back to the origin
(solid line on the top of Fig. 3.3). After this cycle, the wavefunction accumulates
a phase equal to '.

3.2.2 The quasi-1D SFS junction

We now apply the results obtained in the previous section, Sec. 3.2.1, to compute
the spectral properties of a quasi one-dimensional SFS junction. We assume that
the scattering F region is described by the potential V̂ (x) = ℎ�̂

z in spin space
for |x| < d/2, and V = 0 elsewhere. I such a case, the T-matrix in Eq (3.18) has a
block-diagonal structure,

Ť =
(

T̂
↑

0

0 T̂
↓ )

=

⎛

⎜

⎜

⎜

⎜

⎝

T
↑

++ T
↑

+− 0 0

T
↑

−+ T
↑

−−
0 0

0 0 T
↓

++ T
↓

+−

0 0 T
↓

+− T
↓

−−

⎞

⎟

⎟

⎟

⎟

⎠

. (3.19)

This considerably simpli�es the problem, since we only need to calculate the
normal state transfer for each spin orientation, � = {↑, ↓}, separately. Because
in the normal state electrons and holes are decoupled, we can focus only on the
electrons. The wavefunction reads

 (x) =

⎧
⎪
⎪

⎨
⎪
⎪
⎩

A
�

L
e
iq0x

+ B
�

L
e
−iq0x if x < −d/2

C
�
e
iq�x

+ D
�
e
−iq�x if −d/2 < x < d/2

A
�

R
e
iq0x

+ B
�

R
e
−iq0x if x > d/2

, (3.20)

where q� = kF

√

1 +
�+�ℎ

�
and q0 = kF

√

1 +
�

�
are the wavenumbers at the ferro-

magnet and the normal metal, and � and kF are the Fermi energy and wavenum-
ber, respectively. From the continuity of the wavefunction in Eq (3.20) and its
�rst derivative, we obtain a set of four equations that we have to solve. First
writing C� and D� in terms of A�

L
and B�

L
, and substituting them into the expres-

sions for AR and BR , we get a connection between the wavefunction at the left
and right superconductor,

(

A
�

R

B
�

R
)
=
(

T
�

++
T
�

+−

T
�

−+
T
�

−−
)(

A
�

L

B
�

L
)
, (3.21)
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where the elements of the T-matrix, Eq. (3.19), read
⎧
⎪
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎪
⎩

T
�

++
=
[
cos

(
q�d)

+
i

2

q�
2
+q0

2

q�q0

sin
(
q�d)]

e
−iq0d

T
�

+−
=

i

2

q�
2
−q0

2

q�q0

sin
(
q�d)

, (3.22)

and the remaining two components are related to these ones by complex con-
jugation, T �

−−
= (T

�

++
)
∗ and T �

−+
= (T

�

+−
)
∗. The diagonal terms, T �

jj
, describe a direct

transmission (forward scattering) within one electron-hole valley, whereas the
o�-diagonal terms represent backscattering events that couple the opposite val-
leys at ±kF (see Fig. 3.1).

The solution of Eq. (3.18), after substitution of Eq. (3.22), determines the full
subgap spectrum of the SFS junction. For analytic results, we focus on the semi-
classical limit where � is the largest energy, so that �, Δ, ℎ ≪ �. In this case
the quassiparticle momenta in the F and S regions are approximated by q� (�) ≈
kF+

�+�ℎ

ℏvF

and q0(�) ≈ kF+ �

ℏvF

, respectively. To the leading order in the semiclassical
approximation, the o�-diagonal elements of the T-matrix in Eq. (3.22) are neg-
ligible and the diagonal terms are given by T �

++
≈ e

�iΦ, where Φ ≡
ℎd

ℏvF

is referred
to as the magnetic phase. This expression for the T-matrix has a simple physical
interpretation: within the semiclassical approach the incoming electrons have
an energy of the order of �, much larger than the scattering potential height, ℎ.
Hence, incoming particles have a unit probability to be transmitted through the
F region. Propagation through the F region results only in the additional phase,
Φ. Clearly, the spectrum obtained from Eq. (3.18) in this limit coincides with the
result of the Bohr-Sommerfeld quantization condition for the spectrum:

�d

ℏvF

+ �Φ − arccos

�

Δ

±

'

2

= �n, (3.23)

where n is an integer. Eq. (3.23) determines the spectrum of Andreev bound
states (ABS) [157, 156]. In a short junction, d ≪ �0, where �0 ≡ ℏvF /Δ is the
superconducting coherence length, one obtains �� = ±Δ cos (�Φ + '

2 )
. It follows

that by changing the magnetic phase, the energy of the ABS can be tuned be-
tween ±Δ. In particular, zero energy single states can be created by proper choice
of Φ and '.

The other widely studied limiting case is the YSR limit in which the F region is
described by a �-like potential, i.e. its length tends to zero, d → 0, whileΦ is kept
�nite. One can read directly from Eqs (3.22) that, within this limit, T �

++
≈ 1 + �iΦ

and the o�-diagonal elements are non-zero, T �

+−
≈ �iΦ. This means that, in the

presence of a �-like potential, the backscattering probability is �nite. The latter
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Chapter 3. Magnetic impurities and chains in superconductors

leads to a coupling between the ±kF valleys (see sketch in Fig. 3.2). Such coupling
lifts the degeneracy at ' = 0 and "pushes" one of the states to energies closer
to the continuum. By solving Eq (3.18) in this limit for a general value of ', one
obtains four bound states [93]:

� = ±

Δ

Φ
2
+ 1[

Φ
4
+

1 − cos '

2

Φ
2
+

1 + cos '

2

±Φ

√

2Φ
2
(1 + cos ') + sin

2
'
]

1/2

. (3.24)

Here, the ± signs are mutually independent and the bound states have to appear
inside the gap, |�| ≤ Δ. For a zero phase-di�erence, ' = 0, there are only two
states inside the gap, which correspond to the well-known YSR solution:

� = ±Δ

1 − Φ
2

1 + Φ
2
. (3.25)

The other two states remain at the gap edges, � = ±Δ, independently of the
value ofΦ. Whereas the YSR are nondegenerate, ABS states, Eq (3.23), are double
degenerate. Moreover, with increasing Φ the ABS cross zero energy every time
Φ = (2n + 1)�/2. In contrast, YSR states cross the zero only once at Φ = 1, where,
as explained below, a quantum phase transition takes place [95, 96, 151].

3.2.3 Spectrum in an intermediate range of parameters

We address now the question about the spectrum in an intermediate case, be-
tween the semiclassical and the YSR limits. This may correspond to a cluster
of magnetic atoms or a small ferromagnetic island with a large but �nite ex-
change �eld. The expression determining the bound states can be obtained from
Eqs. (3.18) and (3.22). After some algebra and exploiting the relations between
the elements of the transfer matrix, we get a rather simple equation

cos ' − Re
[
T
�

+−
(T

�

+−
)
c
+ e

2i�
(T

�

++
)
∗
(T

�

++
)
c

]
= 0, (3.26)

from which, after substitution of the expressions for the elements of the T-matrix
in Eq. (3.22), we obtain the following secular equation:

2 cos ' − 2 cos(2�) cos(q�d) cos(q
c

�
d)

−

k
2

F

q�q
c

�
[
2cos(2�) +

(

�+�ℎ

� )

2

sin
2
�
]
sin(q�d) sin(q

c

�
d)

−

q
2

�
+ k

2

F

q�kF

sin(2�) sin(q�d) cos(q
c

�
d) +

(q
c

�
)
2
+ k

2

F

q
c

�
kF

sin(2�) cos(q�d) sin(q
c

�
d) = 0.

(3.27)
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Figure 3.4: Energy of the bound states (solid lines) and the total spin 2S/ℏ
(dashed line) of a SFS junction as a function of d for three di�erent
values of Φ, and �/Δ = 100. Red and blue colors correspond to spin
projections of the electronic states.

Here, qc
�
= kF

√

1 −
�+�ℎ

�
is the time conjugate of the electron wavenumber in

F and we have approximated q0 ≈ kF , which is totally justi�ed by the fact
that Δ ≪ � is ful�lled in any superconductor and that q0 did not appear in
any trigonometric function (where the accumulated phases along long distances
would eventually be non-negligible, �/� ⋅ kFd ∼ 2� ).

In Fig. 3.4, we show with solid lines the subgap spectrum of the SFS structure
as a function of the normalized length of the magnetic region, kFd , for ' = 0.
Di�erent panels correspond to di�erent values of the magnetic phase Φ. For
small kFd ≲ 1 there are only two nondegenerate states within the gap. These are
the YSR states. Figures 3.4(a) and 3.4(b) correspond, respectively, to the situations
before and after the YSR states cross at zero energy. Further increase of Φ pushes
the states towards the gap edges. In contrast, for longer junctions, kFd ≫ 1,
two pairs of bound states can be found within the gap. These pairs of states
are non-degenerate (except at certain values of kFd) and their energy oscillates
with a period 2�/kF around the semiclassical value determined by Eq. (3.23). The
oscillations stem from interference e�ects that are ignored in the semiclassical
limit. Further increase of the junction length towards d ∼ �0 will bring additional
bound states into the gap, which are not considered here.

It is worth noticing that Figs. 3.4(b-c) show zero-energy crossings for �nite
length junctions at ' = 0. At each crossing the total spin of the system change
by one, as calculated from Eq. (3.7) and shown by dashed black lines in Fig. 3.4.
In other words, Fig. 3.4 demonstrates that a QPT also takes place beyond the
YSR limit. Moreover, a sequence of QPTs with a stepwise change of the total
spin may exist in a �nite length junction.

The number of zero-energy crossings as a function of d grows with increasing
Φ. As it follows from Eq. (3.23), in a short junction within the semiclassical limit,
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Figure 3.5: (a) Phase diagram of the SFS Josephson junction in terms of
the length of the junction d and the magnetic phase Φ. The horizontal
white dashed lines indicate the values of Φ chosen in Fig. 3.4. (b) Total
electronic spin of a SFS junction of length kFd = 10 (white dashed line
in panel a) when one imposes 0-phase (dashed light) or �-phase (dashed
dark). The red solid line shows the total spin when the junction stays
in its ground state. Calculations have been done for �/Δ = 100.

k
−1

F
≪ d ≪ �0, the ABS cross zero periodically at values of the magnetic phase

Φ = (2n + 1)�/2. Each of these “asymptotic” crossings should be accompanied
with, at least, two additional zero-energy crossings at intermediate values of
kFd [Fig. 3.4(b-c)]. Fast oscillations of the bound state energies as a function of
d may increase further the number of zero-energy crossings by an even number
of them [see Fig. 3.4(c)].
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3.3. Spectral properties of Andreev crystals

3.2.4 Josephson current

The subgap spectrum can be measured by means of tunneling spectroscopy [150,
175, 176, 177, 153]. In addition, measurements of the Josephson current in SFS
junctions can also shed light on the spectral properties [178, 179], in particular
on the ground state of the junction. In conventional SNS junctions the Josephson
energy is minimized when the phase di�erence vanishes, ' = 0. However, it is
known that, in SFS junctions, this minimum can also be found at ' = � by
tuning the exchange �eld or the length of the F region [97, 98, 99, 100, 101]. In
the context of a delta-like magnetic impurity the connection between the zero
energy YSR state and the 0-� transition has been recently discussed in Ref. [93].
As we discuss next, the transition between the 0- and �-junction behaviour is
closely related to the QPTs described above for arbitrary junctions.

For this sake, we compute the ground state energy of the junction as a function
of the phase di�erence '. If the energy has a unique minimum at ' = 0 or ' = � ,
one says that the junction is in the 0- or �- phase respectively. If the Josephson
energy has minima both at ' = 0 and at ' = � , then the ground state is denoted
as 0′ or � ′ depending on the location of the global minimum [180, 181, 182].

In Fig. 3.5(a), we show the phase diagram in the d-Φ plane. This diagram pro-
vides an interesting connection: the QPTs associated with the zero-energy cross-
ings shown in Figs. 3.4(b-c) [horizontal dashed lines in Fig. 3.5(a)], correspond
to transitions between the (0, 0′, � ′) states and the � state.

Finally, in Fig. 3.5(b) we show the dependence of the total spin of the system
onΦ for a junction with kFd = 10. The dashed light line (dashed dark line) shows
the spin if the junction is forced to stay in the 0(� )-state. The solid red line shows
the spin of the system if the junctions always stays in the true ground state, i.e., if
it follows the global energy minimum when the parameters are changed. Notice
that, whenever the ground state corresponds to ' = 0 (' = � ), the total electronic
spin of the system is even (odd).

3.3 Spectral properties of Andreev crystals

In the previous section, Sec. 3.2, we studied the spectral properties of states
bounded to magnetic impurities in a superconductor. When putting several of
these impurities together forming a chain, the single-impurity bound states hy-
bridize and form bands within the superconducting gap. Those bands have been
widely studied for atomic-sized magnetic impurities [102, 103, 104, 105, 106, 107,
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Chapter 3. Magnetic impurities and chains in superconductors

Figure 3.6: Sketch of a quasi-1D helical Andreev crystal formed by a su-
perconducting wire interrupted by magnetic regions of width d sepa-
rated by a constant distance a. It is assumed that where k−1

F
≪ d ≪ �0.

The magnetization of the impurities rotates an angle 2� around the x
axis between subsequent impurities.

108, 109, 110]. The hybridization of YSR states can lead to topological phases,
which host Majorana bound states at the ends of the impurity chain. In this sec-
tion we consider the analog of such atomic chains in a mesoscopic structure
with lateral dimensions smaller than the superconducting coherence length,
�0 ≡ ℏvF /Δ (here, vF is the Fermi velocity and Δ the superconducting order
parameter) and replaced the magnetic impurities by semiclassical magnetic re-
gions (see the sketch in Fig. 3.6). We use the quasiclassical method to determine
the local spectral properties of such semiclassical crystals, which we call An-
dreev crystals (ACs) [111, 112]. Mesoscopic structures involving superconductors
and ferromagnetic materials have been extensively studied in both the di�usive
[29, 30, 159, 160, 161, 162, 163, 164] and ballistic limit [183, 184, 185, 186]. Our fo-
cus here is from a di�erent perspective, more in line with those works on Shiba
chains.

3.3.1 Model and main equations for the Andreev crystal

We consider a quasi-1D superconducting wire of lateral dimensions much smaller
than the superconducting coherence length, �0. The wire contains magnetic re-
gions located at the points Xn = na, where a is the separation between the
impurities and n is the impurity index. We assume that the width of the mag-
netic regions, d , is larger than k

−1

F
and hence they can be considered within the

semiclassical approach [94]. In addition, we also assume that d ≪ �0, such that
we can treat the magnetic regions as point-like impurities in the semiclassical
scale, with a polarization strength and direction proportional to the correspond-
ing SU(2) magnetic phase [157, 156],

�̂ ⋅ �n ≡

1

ℏvF
∫

dx �̂ ⋅ hn(x). (3.28)
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Here, vF is the Fermi velocity, and hn(x) is the exchange �eld vector induced
by the n-th impurity, which is assumed to be parallel to the local magnetization
of the magnetic region. The Bogoliubov-de Gennes (BdG) Hamiltonian [118]
within the semiclassical approximation describing the AC in the Andreev limit
reads,

Ȟ
�

BdG
(x) = −i�ℏvF �̂3)x + �̂1Δ − ℏvF ∑

n

�̂ ⋅ �n�(x − Xn), (3.29)

where �̂i are the Pauli matrices spanning the Nambu space (i.e., the electron-hole
space), �̂ ≡ (�̂

x
, �̂

y
, �̂

z
) stands for the vector of Pauli matrices that span the spin

space and � = ± refers to the two electron-hole valleys at ±kF (see Fig. 3.1). A
distinctive feature of semiclassical impurities is that they do not trigger back-
scattering processes. This allows us to treat the two Fermi valleys separately and
to drop the � index. In the Andreev equations [88], Eq. (3.29), the delta functions
describe the boundary conditions within the semiclassical approach. Namely,
they describe the phase gained by a quasiparticle when it traverses the magnetic
region [see Eq. (3.33) below].

The solution of the BdG equations provides all the spectral information about
the crystal. As it will be shown in Sec. 3.3.1.1, one can solve this problem analyti-
cally under the assumption that magnetic impurities are weakly coupled to each
other, e−a/�0 ≪ 1. In this limit, the system can be described by an e�ective tight-
binding model that provides the spectrum of this system. A drawback of this
approach is that to compute observable quantities, such as the local density of
states or the local spin density, one has to perform explicit summation over the
Bloch momentum. Indeed, for calculation of observables it is more convenient
to use the quasiclassical Eilenberger equation [128]. This formalism is presented
in Sec. 3.3.1.2. Speci�cally, we show how to obtain exact analytical expressions
for the quasiclassical Green’s functions (GFs) of periodic ACs, and how to ac-
cess to observables in a rather simple way. Thus, both formalism presented in
Secs. 3.3.1.1 and 3.3.1.2 are complementary and provides a full description of
ACs. Note that the quasiclassical approach requires the distance between the
impurities to be larger than the Fermi wave length, kFa ≫ 1. Moreover, in the
ferromagnetic alignment, in order to avoid the self-consistent computation of
the superconducting gap, we assume that a is larger than (or of the same order
of) �0. In the antiferromagnetic case this restriction is relaxed due to the smaller
e�ective exchange �eld.

49



Chapter 3. Magnetic impurities and chains in superconductors

3.3.1.1 Tight-binding equations

To obtain the spectral properties of an AC one needs to solve the Andreev equa-
tions,

ȞBdG(x)Ψ(x) = �Ψ(x), (3.30)

where ȞBdG(x) is the Hamiltonian, Eq. (3.29), and Ψ(x) is a four-component bi-
spinor in the Nambu⊗spin space. The general solution of Eq. (3.30) in the region
between two neighboring impurities, Xn < x < Xn+1, reads

Ψ(x) = B
+

n+1
e

x−X
n+1

� |+⟩ + B
−

n
e
−
x−Xn

� |−⟩ . (3.31)

Here � ≡
ℏvF

√

Δ
2
−�

2
is the energy-dependent superconducting coherence length,

B
+(−)

n
is a two-component spinor (covering the spin space) that contains the am-

plitudes of the contributions to the wavefunction that decays from the n-th im-
purity into the left (right), and

|±⟩ ≡

e
±i�/2

√

2 cos � (

1

±ie
∓i�

)
, (3.32)

are two-component spinors in the Nambu space, where e
i�

≡

√

Δ
2
−�

2
+i�

Δ
is the

Andreev factor. Direct product is assumed between the spinors in Nambu and
spin spaces.

Within the semiclassical limit, quasiparticles traveling through the n-th semi-
classical impurity do not back-scatter, but pick up a phase according to:

Ψ(X
R

n
) = e

i�̂3�̂ ⋅�n
Ψ(X

L

n
). (3.33)

because of �̂3 and �̂ ⋅ �n, the sign of the accumulated phase is di�erent for elec-
tron/holes and spin up/down quasiparticles along the exchange �eld direction,
respectively. Applying these boundary conditions to the general wavefunction
in Eq. (3.31) we obtain the equations for the B± coe�cients, which can be recast
into an e�ective tight-binding model by keeping terms up to �rst order in e−a/� .
In particular, in the limit where e−a/� ≪ 1, coe�cients B−

n
at each site n can be

related to their counterparts, B+
n
, as follows:

B
−

n
= i�̂n

Δ sinΦn
√

Δ
2
− �

2

B
+

n
, (3.34)

where Φn = |�n| is the strength of the magnetic phase vector, and we de�ne �̂n ≡

�̂ ⋅�n

Φn

. It is convenient to introduce the re-scaled coe�cients, b′
n
≡ �̂n sin ΦnB

+

n
,

which satisfy a tight-binding-like equation

(
! − �̂n!0n)

b
′

n
= �̂n+1tn+1b

′

n+1
+ �̂ntnb

′

n−1
. (3.35)
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Here! ≡
�

√

Δ
2
−�

2
, t̂n ≡ − e

−a/�

sin Φn

is the hopping amplitude, and!0n = cos Φn

sin Φn

is the value
of the function ! evaluated at the bound state energy in the n-th impurity, �0n =
| sin Φn |

tan Φn

. In principle, Eq. (3.35) describes an arbitrary AC with lattice constant a.
In Sec. 3.3.2 we analyze helical ACs composed by identical magnetic impurities
with an spatially rotating magnetization, forming a helix in the y-z plane.

3.3.1.2 Eilenberger equation

Because of its simplicity, the tight-binding formulation, Eq. (3.35), is very useful
for describing the spectral properties of ACs. However, one should bear in mind
that it has been derived within �rst-neighbor approximation, and therefore it is
valid as long as ea/� ≪ 1. To go beyond this approximation we introduce here
the Eilenberger equation[128] from which we can determine the quasiclassical
Green’s functions.

We focus again on point like semiclassical magnetic impurities. The Eilen-
berger equation in the regions between the impurities has a simple form:

ℏvF)x ǧ(x) − [i��̂3 + Δ�̂2, ǧ(x)] = 0. (3.36)

Here ǧ(x) is the quasiclassical Green’s function (GF), which is a 4×4 matrix in
the Nambu×spin space that satis�es the normalization condition, ǧ2 = 1. The
square brackets stand for the commutation operation, and Δ is the supercon-
ducting gap, which is assumed to be constant along the superconducting wire.
Solving Eq. (3.36), we obtain the propagation of the GF along the superconduct-
ing region,

ǧ(x) = û(x − x0)ǧ(x0)û(x0 − x), (3.37)

where the propagator reads,

û(x − x0) = P̂+e
(x−x0)/�

+ P̂−e
−(x−x0)/�

. (3.38)

Here P̂± ≡ |±⟩ ⟨±̃| =
e
±i�̂

3
�
±�̂2

2 cos �
are two orthogonal projectors that span the Nambu

space, |±⟩ are the basis column vectors of Eq. (3.32) and

⟨±̃| ≡

e
±i�/2

√

2 cos �
(
1 ∓ ie

∓�

)
, (3.39)

are the co-basis row vectors orthonormal to |±⟩. The inverse of the propagator
in Eq (3.38) ful�lls the relation [û(x̃)]−1 = û(−x̃).
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Chapter 3. Magnetic impurities and chains in superconductors

Additionally, the quasiclassical GF at the right and left sides of the n-th semi-
classical impurity (X R

n
and X L

n
, respectively) are connected by a propagation-like

boundary conditions,

ǧ(X
R

n
) = e

i�̂3�̂ ⋅�n
ǧ(X

L

n
)e
−i�̂3�̂ ⋅�n

. (3.40)

This expression, together with Eq. (3.38), determines the GF at any space point
provided its value at a given point, ǧ(x0).

In an in�nite periodic ACs we need to match the value of the GF at equivalent
points of di�erent unit cells. For this sake, it is useful to introduce the chain
propagator, Š, that describes the propagation of the quasiclassical GF from a
given position inside a unit cell to the equivalent position in the subsequent
unit cell, ǧ(x0 + l) = Šǧ(x0)Š

−1 (here l denotes the length of the unit cell). The
exact form of Š depends on the arrange of impurities and the choice of the initial
point inside the unit cell, x0. Here we choose for x0 the left interface of one of
the magnetic impurities. Thus the chain propagator reads

Š ≡

J

∏

j=1

û(a)e
i�̂3�̂ ⋅�j

, (3.41)

where J is the number of impurities forming the unit cell. The value of the qua-
siclassical GF at x0 is obtained from the periodicity along the unit cell, ǧ(x0) =
Šǧ(x0)Š

−1, together with the normalization condition, [ǧ(x0)]2 = 1. Once ǧ(x0) is
determined the full quasiclassical GF, ǧ(x), is obtained after propagation using
Eqs. (3.38) and (3.40).

From the knowledge of the GF, we can obtain the local density of states (LDOS),

�(x, �) = Re
{

1

4

Tr
[
�̂3ǧ(x, �)]

}

, (3.42)

and the local spin density along the z axis,

s
z
(x, �) =

ℏ

2

Re
{

1

4

Tr
[
�̂
z
�̂3ǧ(x, �)]

}

, (3.43)

where the traces run over the Nambu×spin space. In Sec. 3.3.3 we use this ap-
proach to obtain the quasiclassical GFs of ferromagnetic and antiferromagnetic
ACs and we generalized this method to study junctions between di�erent (anti-)
ferromagnetic ACs.
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3.3. Spectral properties of Andreev crystals

3.3.2 Dilute helical Andreev Crystals

In this section, we study the spectral properties of ACs with a periodic rotation
of the magnetization of the magnetic impurities, when the separation between
the impurities is bigger than �0 (thus the term dilute). For this sake, we use the
tight-binding approach introduced in Sec. 3.3.1.1. In particular, we focus on an
AC consisting of identical magnetic impurities whose magnetization is in the
y-z plane and rotates by a constant angle, 2� around the x axis4 (see Fig. 3.6).
The SU(2) magnetic phase describing this situation is given by

�̂n ⋅ �n = Φe
−i�̂

x
�n
�̂
z
e
i�̂

x
�n
, (3.44)

where Φ is the strength of the magnetic phase. Its strength is the same in all the
impurities. Substituting this expression into Eq. (3.35) we obtain that

[
! − e

i�̂
x
�
�̂
z
!0]

bn = �̂
z
t
(
bn+1 + bn−1)

, (3.45)

where we have de�ned the coe�cients bn ≡ e
i�̂

x
�(n+

1

2
)
b
′

n
. Here, !0 = cos Φ

sin Φ
stands

for the energy of the single-impurity levels and t = − e
−a/�

sin Φ
is the hopping ampli-

tude. Note that the hopping amplitude is energy dependent through the energy-
dependent superconducting coherence length, � , de�ned below Eq. (3.31). Af-
ter this rede�nition of the coe�cients, Eq. (3.45) reduces to the typical tight-
binding system of identical equations, whose solution reads bn = be

ikna and
! = ±

√

!
2

0
sin

2
� + (!0 cos � + 2t cos ka)

2. Here k is the Bloch momentum, and
the spinors b, are obtained from Eq. (3.45). The Andreev bands are de�ned by

�

Δ

= ±

√

!
2

0
sin

2
� + (!0 cos � + 2t cos ka)

2

1 + !
2

0
sin

2
� + (!0 cos � + 2t cos ka)

2
, (3.46)

where t has to be evaluated at the energy of the single-impurity level !0. In
Fig. 3.7b and 3.7c we show the subgap spectrum of ACs with di�erent values ofΦ
and � . At Φ = 0, no bound states appear, and hence there are no Andreev bands.
Increasing Φ, a pair of bands emerge from the coherent peaks and start moving
towards the Fermi level, up to a point around Φ = �/2 where they touch each
other, forming a gapless phase. Further increase of Φ leads to a gap reopening
with inverted Andreev bands. The latter merge with the continuum spectrum at
Φ = � . Interestingly, the bands’ inversion also happens when they merge into
the continuum and reenter the superconducting gap at Φ = l� , where l is an
integer. Consequently, the spectrum of these ACs is � periodic in Φ.

4Because we do not include any spin-orbit interaction in our analysis any other planar rota-
tion choice will give equivalent results.
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Figure 3.7: (a) Sketches of magnetic con�gurations in ACs for di�erent
values of � . (b) Andreev bands for � =

�

4
and di�erent values of Φ.

(c) Andreev bands for Φ =
�

2
− e

−a/�0 and di�erent values of � . In both
panels, we assumed a separation between impurities of a = 2�0.

As can be seen from the energy spectrum of the bands, Eq. (3.46), the gap
closes only at half-integer values ofΦ/2 forming a Dirac point at ka = �/2 in ACs
with any value of � except in those where sin � = 0. This situation corresponds
to ferromagnetic ACs, where each of the Andreev bands corresponds to opposite
spin species, and hence they do not interact while crossing. To study what hap-
pens in the gap closing events in more detail, one can linearize the eigenvalue
problem, Eq. (3.45), around the Dirac point in the k-space in the vicinity of the
critical values, Φ = (l +

1

2
)� , where l is an integer, which after a −�/4 rotation

around the x-spin-axis5 reads

⎛

⎜

⎜

⎝

! + !0 sin � i!0 cos � + 2itka

−i!0 cos � − 2itka ! − !0 sin �

⎞

⎟

⎟

⎠

⎛

⎜

⎜

⎝

̃
b
↑

̃
b
↓

⎞

⎟

⎟

⎠

= 0. (3.47)

For cos � = 0 (i.e., antiferromagnetic ordering of the magnetic impurities) equa-
tion (3.47) has the form of a Dirac Hamiltonian with !0 playing the role of the
mass [111]. For any other value of � , the role of the mass is played by !0 sin �

and the term !0 cos � in Eq. (3.47) is a gauge �eld that arises from the local
transformation of the bn coe�cients described below Eq. (3.45). The closing and
reopening of the gap is associated with a sign change of the mass term (gap in-
version). Interestingly, the gap can also get inverted without closing: at values
of Φ = l� the Andreev bands merge into the continuum of the spectrum and

5A matrix M̂ in spin space is rotated an angle 
 around an axis given by the unit vector n by
the transformation ̂̃

M = e
−i
n

a
�̂
a

M̂e
i
n

a
�̂
a
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3.3. Spectral properties of Andreev crystals

reenter in the superconducting gap in inverted order [94].

Various realizations of an inhomogeneous Dirac model with the mass inver-
sion have been widely studied in quantum �eld theory and condensed matter
physics [187, 188, 189, 190, 191, 171, 192]. The most striking features of this
model are the presence of bound states at the interface where the mass-inversion
takes place and the fractionalization of the interface charge. It becomes interest-
ing, then, to study if those bound states exist in junctions between di�erent ACs
with inverted gaps for arbitrary values of � . To do so, we consider a junction
between two di�erent chains where the rotation parameter between the impu-
rities remains constant, � , but their magnetic phases change from the AC on the
left, ΦL, to the one on the right ΦR . The tight-binding equations of such a system
read

[
! − e

i�̂1�
�̂3!0n]

bn = �̂3tn+1bn+1 + �̂3tnbn−1, (3.48)

where !0n and tn are de�ned below Eq. (3.35). The magnetic phase is ΦL for
n < 0 and ΦR for n ≥ 0. We can write for the left and right ACs, bn = bL+e−iqL+n +
bL−e

−i�LqL−n and bn = bR+e
i�RqR+n

+ bR−e
i�RqR−n, respectively, where qL(R)± is deter-

mined by the solution of the eigenvalue equation, Eq. (3.48), with positive imag-
inary part:

cos qL(R)± =

−!0L(R) cos � ± i

√

!
2

0L(R)
sin

2
� − !

2

2tL(R)

. (3.49)

According to this expression, bound states can only appear at energies with
!
2
< !

2

0L(R)
sin

2
� , i.e., at energies within the gap formed by the Andreev bands

of both ACs [c.f Eq. (3.46)]. The corresponding eigenvectors are given by

bL(R)± =
(

1

ie
±i


L(R) )
, (3.50)

where

e
±i


L(R)
=

−! ± i

√

!
2

0L(R)
sin

2
� − !

2

!0L(R) sin �

. (3.51)

From the above results we �nd that bound states exist for those energies satis-
fying following determinant equation:

|
|
|
|
|
|
|
|
|

tL tL tR tR

tLe
i
L

tLe
−i
L

tRe
i
R

tRe
−i
R

e
iqL+

e
iqL−

e
−iqR+

e
−iqR−

e
iqL+
e
i
L

e
iqL−
e
−i
L

e
−iqR+

e
i
R

e
−iqR−

e
−i
R

|
|
|
|
|
|
|
|
|

= 0. (3.52)

55



Chapter 3. Magnetic impurities and chains in superconductors

0.0 0.1 0.2 0.3 0.4 0.5
/

0.0

0.2

0.4

0.6

0.8

1.0

/

= 2 0.1 = 3 = 4

Figure 3.8: Energy of the (solid line) positive-energy interfacial state
in terms of � in anti-symmetric junctions between helical ACs with
Φ ≡ ΦR = −ΦL. Di�erent colors correspond to di�erent strengths of the
impurities, Φ, whereas their separation all along the junction is �xed to
a = 2�0. The shaded areas indicate the position of the (positive-energy)
Andreev band in the respective in�nite chains [Eq. (3.46)] and the dot-
ted lines show the energy values with !2

= !
2

0
sin

2
� . This value deter-

mines the maximum possible energy of the bound state [Eq. (3.51)].

One can check that this equation has solutions only when sign(!0L) = −sign(!0R).
Therefore, the bound states can only appear in junctions between ACs with in-
verted gaps. This is a necessary but not su�cient condition. Namely, the pres-
ence of the interfacial state in inverted junctions depends on the magnetic rota-
tion along the crystal described by � : whereas for antiferromagnetic alignment
of the impurities (cos � = 0) the interfacial state appears in any inverted junc-
tion, for ferromagnetic ACs (sin � = 0) it never does. For any other value of � ,
the existence of the bound state depends on ΦL and ΦR as explained below.

The determinant equation, Eq. (3.52), can be reduced to a compact equation in
the anti-symmetric con�guration with ΦR = −ΦL. In this situation we can de�ne

 ≡ 
L = 
R and qL± = qR∓ ≡ ±� + i�, where � and � are real numbers determined
by Eq.(3.49). For � > 0, the condition for the existence of the bound state reads

sin
2

 cosh

2

� − sin
2
� = 0. (3.53)

In Fig. 3.8, we show the dependence of the positive energy bound states with
� in anti-symmetric inverted junctions of ACs with �xed value of a = 2�0 and
di�erent strengths of the magnetic impurities,Φ ≡ ΦR = −ΦL. With shaded areas,
we show the energies within the positive-energy Andreev band is situated in the
in�nite AC [Eq. (3.46)]. The dotted lines correspond to energy values for which
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!
2
= !

2

0
sin

2
� and they indicate the maximum possible energy of a bound state

[Eq. (3.51)]. Close to the gap-closing point, cos Φ ≪ 1, the interfacial states are
present at any value of � , excluding ferromagnetic ordering of the impurities,
sin � = 0. As the size of the gap between the Andreev bands increases, the range
of � values for which the pair of bound states exist shrinks around those val-
ues corresponding to an antiferromagnetic ordering of the magnetic impurities,
cos � = 0.

The existence or not of the bound state in anti-symmetric junctions of ACs
can be understood from the relative position of the maximum-energy condition
for the bound state (the dotted lines in Fig. 3.8) and the positive-energy solution
of Eq. (3.53). When cos � ≈ 0, the maximum-energy condition locates very close
to the bottom of the Andreev band and, consequently, the ! value that solves
Eq. (3.53) almost always ful�lls that !2

< !
2

0
sin

2
� . When sin � ≈ 0, by contrast,

the dotted lines in Fig. 3.8 approach the center of the gap, ! = 0. Thus, the solu-
tion to Eq. (3.53) only meets the bound state existence condition, !2

< !
2

0
sin

2
� ,

when the borders of the gap are also very close to the Fermi energy, i.e., when
cos Φ ≈ 0. These considerations are also applicable in general junctions between
helical ACs, in which case the energy of the bound state solves Eq. (3.52) and its
existence condition is given by !2

< min(!2

0L
, !

2

0R
) sin

2
� .

To summarize, for a given value of the rotation angle � we can classify ACs in
two groups depending on whether an interfacial state appears upon the forma-
tion of a junction between two chains with inverted gaps. These two groups are
best exempli�ed by (anti-)ferromagnetic ACs inverted junctions in which inter-
facial bound states (always) never appear. In subsequent sections we will focus
on these two type of junctions and study in more detail their spatial properties.

3.3.2.1 Fractionalization of the surface spin polarization in junctions
between antiferromagnetic ACs

Previous works on one dimensional inhomogeneous Dirac systems with spatial
mass inversion showed fractionalization of the charge bounded to the interface
where the inversion takes place [187, 188, 189, 190, 191, 171, 192]. In this section,
we show that such e�ect has its analogy in inverted junctions between ACs with
collinear magnetization of the impurities (such that the spin along that axis is
conserved) in the form of a fractionalization of the surface spin polarization. In
particular, we focus on junctions between antiferromagnetic ACs because they
are the simplest study case that shows states bounded to the interface.

To calculate the spin induced at the contact between the two semi-in�nite an-
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Figure 3.9: (a) Total spin polarization of the single-impurity system in
terms of Φ. (b) Spin polarization of the junction between two antifer-
romagnetic Andreev chains as a function of ΦL and ΦR . It is calculated
from Eq. (3.54), with S0(ΦL(R)) from panel (a).

tiferromagnetic ACs, Sz , we average over all possible terminations of the chains.
This is equivalent to the the so-called sliding window average method (see for ex-
ample section 4.5 of Ref. [193]), used to compute the surface charge density by
averaging over all possible unit cell choices. The calculation is specially simple
in the limit when the single-impurity Andreev states are decoupled from each
other, e−a/� ≪ 1. In Sec. 3.2, we showed that the spin polarization of a single
semiclassical magnetic impurity of magnetic phase Φ in a quasi-1D supercon-
ducting wire is 2Sz

0
(Φ)/ℏ = 2[(Φ+

�

2 )
mod �], where “mod” stands for the modulo

operation and accounts for a jump by two electronic spins every time the single-
impurity levels cross the Fermi energy [94]. In Fig. 3.9a we show the staircase
shape of Sz

0
(Φ) in terms of the magnetic phase for a single semiclassical impurity.

We now consider the junction between the two antiferromagnetic ACs. It has
four possible ending con�gurations: whether both chains have the same num-
ber of up and down magnetic impurities, the right (left) Andreev chain has an
extra up (down) magnetic region or both chains are unbalanced. Consequently,
the total spin polarization of the junction, calculated from the average over the
four possible con�gurations, reads
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S
z
=

S
z

0
(ΦR) − S

z

0
(ΦL)

2

. (3.54)

Starting from the uncoupled impurities, if one adiabatically switches on the cou-
pling, the Andreev bands start widening. However, in the considered con�gura-
tion the gap never closes and, as we discussed after Eq. (3.11), the spin cannot
change and is hence given by Eq. (3.54). In Fig. 3.9b, we show the total spin of the
junction in terms of ΦL and ΦR . Interestingly, the spin polarization can now be
equal to and odd integer times the electronic unit, in contrast to the always even
value of S0(Φ). By construction, the half-integer spin (per Fermi valley) is local-
ized at the junction between ACs. In other words, there is a fractionalization of
the interface spin. Such fractionalization is a local e�ect. In a �nite system, the
contribution from the edges will always lead to a total integer spin per Fermi
valley. Notice that changes on the spin polarization of ACs is determined by the
change of the spectral asymmetry index, Eq. (3.11), and hence Eq. (3.54) is valid
beyond the nearest neighbors tight-binding approximation. This is indeed con-
�rmed by the exact numerical solution of Eq. (3.29) that we explore in Sec. 3.3.3
[112].

3.3.3 Collinear Andreev Crystals

In this section we extend the study of (anti-)ferromagnetic ACs beyond the �rst-
neighbor tight-binding approximation used in previous sections. To do so, we
solve the Eilenberger equation to obtain the quasiclassical GFs, ǧ(x), following
the procedure discussed in Sec. 3.3.1.2. From the knowledge of ǧ(x)we can obtain
the local density of states and magnetization of ACs and junctions.

Speci�cally, we consider chains of magnetic impurities located at Xn = na,
with an arbitrary separation between the impurities a. Here n is an integer. We
assume that all magnetizations, and hence the exchange �elds, are aligned along
the z axis. Because of the collinear alignment of the exchange �eld we can treat
the two spin degrees of freedom separately, � = ±, thus reducing the size of
the GFs involved from 4 × 4 (in Nambu×spin space) to 2 × 2 matrices in Nambu
space. It follows from Eq. (3.37) and the normalization condition, [ǧ(x)]2 = 1,
that within the region between two subsequent impurities, Xn < x < Xn+1, the
quasiclassical GF for a single spin projection, � , can be written in terms of two
independent constants, b�n and c�n:

ĝ� (x) =

√

1 − e
−2a/�

b�nc�nĝ
0
+b�ne

2(x−Xn+1)/�
|+⟩ ⟨−̃| + c�ne

−2(x−Xn)/�
|−⟩ ⟨+̃| . (3.55)

Here ĝ0 ≡ P̂+ − P̂− =
Δ�̂2+i��̂3
√

Δ
2
−�

2
is the GF of an homogeneous BCS superconduc-

tor. Equation (3.55) is the representation of the GF in the basis where the BCS

59



Chapter 3. Magnetic impurities and chains in superconductors

propagator, Eq. (3.38), is diagonal.

According to Eq. (3.40), the GFs at the left and right side of the n-th impurity
are connected by the boundary condition

ĝ� (X
R

n
) = e

i� �̂3Φn
ĝ� (X

L

n
)e
−i��̂3Φn

, (3.56)

where the direction to which the exchange �eld is pointing along the quanti-
zation axis is determined by the sign of the magnetic phase, Φn. Ferromagnetic
ACs are described by a sequence of identical magnetic impurities with associ-
ated magnetic phases of Φn = Φ, whereas in antiferromagnetic ACs Φn = (−1)nΦ.
In the next sections we study these two types of ACs and junctions between
them.

3.3.3.1 Ferromagnetic ACs

In a ferromagnetic AC the unit cell contains a single magnetic impurity, so the
�-spin projection of the chain propagator, Eq (3.41), reads

ŜF� ≡ û(a)e
i� �̂3Φ

. (3.57)

Here û(a) is the BCS propagator given in Eq. (3.38). The operator ŜF� describes
the propagation of the quasiclassical GF from the left side of impurity n to the
left side of impurity n + 1, ĝ� (X L

n+1
) = ŜF�g� (X

L

n
)Ŝ
−1

F�
.

To determine the quasiclassical GF, we need to obtain the parameters b and
c in Eq. (3.55). The periodicity of ĝ� over the unit cell, leads to b�n = b� and
c�n = c� . These expressions together with ŜF� ĝ(X L

n
)Ŝ
−1

F�
= ĝ(X

L

n
) result in

b� = c� =

2e

a

�
⟨+̃| e

i� �̂3Φ
|−⟩

√

(e

a

� ⟨+̃| e
i� �̂3Φ |+⟩ + e

−
a

� ⟨−̃| e
i� �̂3Φ |−⟩)

2

− 4

. (3.58)

After substitution of these values in Eq. (3.55) one obtains the quasiclassical GF
in the magnetic regions all along the chain and, with it, the local density of states
(LDOS) and the local spin density [Eqs. (3.42) and (3.43), respectively].

In Fig. 3.10, we show the LDOS for a single spin species of di�erent ferro-
magnetic ACs, �

↑
(�). The LDOS for the opposite spin projection can be obtained

from the relation �
↓
(�) = �

↑
(−�). The di�erent panels in Fig. 3.10 correspond to

di�erent values of separation and strength of the magnetic impurities, a and Φ,
respectively. Within the superconducting gap, |�| < |Δ|, the position of the An-
dreev band depends on Φ and its width increases by decreasing a. For energies
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(a) (b) (c)

Figure 3.10: Local density of states, �
↑
, of spin-up electrons in ferro-

magnetic ACs with di�erent separation between and strengths of the
magnetic impurities, a and Φ, respectively (see the title above each
panel). A spin-polarized Andreev band, whose width increases with de-
creasing a, moves from the lower edge of the superconducting gap to
the top one with increasing value of Φ, crossing zero energy around
sin Φ = 0 values. The LDOS of spin-down quasiparticles ful�lls the re-
lation �

↓
(�) = �

↑
(−�).

larger than Δ the continuum gets split by small gaps whose widths depend on
Φ, a and the energy at which they lay. The origin of the gaps lay on the lifting of
degeneracies between electronic states that di�er by the reciprocal lattice vector
in periodic crystals, studied in many textbooks [194, 117, 15]. At integer values
of Φ/� , the small gaps at the continuum close, whereas their width is maximum
for half-integer values of Φ/� . In the same way as it happens with the Andreev
band, the width of these small gaps increases with decreasing a. The size of the
gaps reduces by increasing the energy with respect to the Fermi level.

3.3.3.2 Antiferromagnetic ACs

In antiferromagnetic ACs the unit cell contains two identical magnetic impuri-
ties pointing in opposite directions. The chain propagator [Eq. (3.41)] that de-
scribes the evolution of the GF from the left interface of one magnetic impurity
to the left interface of the equivalent impurity in the next unit cell reads,

ŜA� ≡ û(a)e
−i��̂3Φ

û(a)e
i� �̂3Φ

. (3.59)

The unit cell consists now of two superconducting regions with two di�erent
sets of independent parameters, namely, b�0 = b�(2n), c�0 = c�(2n) and b�1 =

b�(2n+1), c�1 = c�(2n+1). Here n is the impurity index. The boundary condition for
the impurity located between these two superconducting sections, Eq. (3.56),
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(a) (b) (c)

Figure 3.11: Local density of states, �
↑
, of spin-up electrons in an antifer-

romagnetic AC close to the gap closing event, cos Φ ≪ 1. The separation
between impurities is a = 2�0. Di�erent panels correspond to di�erent
values of Φ. The gap between the Andreev bands closes only at values
of cos Φ = 0.

leads to the following relation between the set of parameters:

b�1 = c�0, (3.60)
c�1 = b�0. (3.61)

Additionally, from the periodicity of the GF, ŜA� ĝ� (X L

2n
)Ŝ
−1

A�
= ĝ� (X

L

2n
), we ob-

tain the expressions for

b�0 = ⟨−̃| e
i� �̂3Φ

|−⟩� , (3.62)
c�0 = − ⟨+̃| e

i� �̂3Φ
|+⟩� , (3.63)

where

� ≡

e

a

� ⟨+̃| e
i� �̂3Φ

|−⟩

√

⟨+̃| e
i� �̂3Φ |+⟩ ⟨−̃| e

i� �̂3Φ |−⟩ +
(
⟨+̃| e

i� �̂3Φ |+⟩ ⟨−̃| e
i� �̂3Φ |−⟩ sinh

a

� )

2

. (3.64)

Substitution of these expressions into Eq. (3.55) determines the quasiclassical
GF. From it we obtain the LDOS for a single spin specie shown in Fig. 3.11 for
di�erent values of Φ around the gap closing point, Φ = �/2. The separation be-
tween impurities is set to a = 2�0. For energies within the superconducting gap
a pair of Andreev bands appear at symmetric energy ranges with respect to the
Fermi level. As it was predicted in previous calculations under the �rst-neighbor
tight-binding approximation (Ref. [111] and Sec. 3.3.2), these two bands touch
each other only at half-integer values of Φ/� closing the gap around the Fermi
level (see Fig. 3.11). Moreover, the Andreev bands touch the continuum only
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when Φ/� is an integer: situations where the LDOS of the antiferromagnetic AC
coincides with that of a pristine superconductor because the phase di�erence
obtained by electrons and holes after propagation across an impurity is a mul-
tiple of 2� . Within the Andreev bands, the LDOS is larger around the position
of the magnetic impurities and around the energies of the single-impurity level.
For energies larger than the superconducting gap, |�| > |Δ|, we observe an inter-
ference pattern and the splitting of the continuum due to the opening of small
gaps. The dependence of the width of the small gaps on Φ, a, and � is the same
as the one observed in ferromagnetic ACs (see the last paragraph of Sec. 3.3.3.1).

3.3.3.3 Junctions of collinear ACs

As discussed in Sec. 3.3.2, inverted junctions of antiferromagnetic ACs host a
pair of states bounded to the interface. Moreover, inverted junctions of antifer-
romagnetic ACs may present fractionalization of the surface spin polarization
per Fermi valley[111]. In this section we show that this result holds beyond the
tight-binding approximation used above, by solving the Eilenberger equation in
junctions of ACs. Although we focus our analysis on junctions between antifer-
romagnetic ACs, the mathematical procedure presented here is general and it
can be applied to obtain the quasiclassical GFs in junctions between any type of
collinear ACs.

We start by de�ning the �-spin projection of the chain propagators of the left
(right) ACs, ŜL(R)� , as the operator that propagates the GFs through a unit cell of
the crystal, Eq. (3.41). The chain propagator is given by Eq. (3.57) in ferromag-
netic and by Eq. (3.59) in antiferromagnetic ACs. Solving the eigenvalue problem
of these operators we �nd a set of vectors for which the chain propagator is di-
agonal,

ŜL(R)� |�
±

L(R)�
⟩ = e

±�
L(R)�

|�
±

L(R)�
⟩ . (3.65)

Because ŜL(R)� is, in general, not Hermitian, the left eigenvectors that form the
co-basis

⟨
̃
�
±

L(R)�
| ŜL(R)� = e

±�
L(R)�

⟨
̃
�
±

L(R)�
| , (3.66)

are not related by Hermitian conjugation to the right-eigenvectors of Eq. (3.65).
The eigenvectors can be represented as exponentials with arguments of opposite
sign because det(ŜL(R)� ) = 1. In ferromagnetic and antiferromagnetic ACs �� is
purely imaginary (real) for energies where the in�nite chain’s spectrum shows
(does not show) states. Similarly to the description of the propagation within
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(a) (b)

(c)

Figure 3.12: Local density of states of spin-up electrons, �
↑
(x, �), in a junc-

tion between two di�erent antiferromagnetic ACs. Inversion of the gap
across the junction leads to the appearance of states bounded to the in-
terface at every gap in the spectrum. These states move from one edge
of the gap to the opposite one with increasing ΦL. The closer the energy
of the states are to the gap edge of one chain, the more they penetrate
into that chain.

the superconducting region between two subsequent impurities, Eq. (3.37), the
propagation of the spin-polarized GFs through the reference points of di�erent
unit cells reads

ĝ� (ml) =

√

1 − vs�ws�(
|�
+

s�
⟩ ⟨

̃
�
+

s�
| − |�

−

s�
⟩ ⟨

̃
�
−

s�
|
)

+ vs�e
2�s�m

|�
+

s�
⟩ ⟨

̃
�
−

s�
| + ws�e

−2�s�m
|�
−

s�
⟩ ⟨

̃
�
+

s�
| . (3.67)

Here, the s index is substituted by L and R on the left and right ACs, respectively,
l is the length of the unit cell, m is the unit cell index and we set the reference
point inside the unit cell to x0 = 0. The square root multiplying the �rst term on
the r.h.s. of Eq. (3.67) comes from the normalization condition of the GF and the
substraction of projectors that it multiplies corresponds to the quasiclassical GF
of the in�nite AC at the left interface of the reference impurity.
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Equation (3.67) provides the quasiclassical GFs for a single spin, � , at the ref-
erence points of each unit cell in terms of four parameters (two parameters per
side of the junction): vs� and ws� . Commensurability of ǧ(x) at x → ±∞ re-
quires that at each side of the junction one of these parameters has to be zero.
Which one of the parameters is set to zero depends on the sign of �s� : for s = L
(s = R) we set ws� = 0 (vs� = 0) when �s� > 0, whereas we set vs� = 0 (ws� = 0)
otherwise. The value of the remaining two parameters is obtained from the con-
tinuity of the quasiclassical GFs through the junction. Having obtained the four
parameters we next propagate ĝ� (ml) according to Eqs. (3.37) and (3.40) to ob-
tain the quasiclassical GFs in any position of the chain, x . This method leads to
analytic expressions of the quasiclassical GFs for any junction con�guration. In
particular, in Appendix A we apply this method in junctions between antiferro-
magnetic ACs and obtain the analytic expression of the quasiclassical GF, ǧ(x)
[Eqs. (A.11)–(A.20)].

In Fig. 3.12, we show the obtained LDOS for a single spin species around the
interface between two antiferromagnetic ACs for di�erent values ofΦL and �xed
values of ΦR = 0.4� and a = �0. The left panel of Fig. 3.12 shows the situation
where the function of the energy of the single-impurity Andreev states, !0, has
the same sign at both sides of the junction. The spectrum exhibits a transition
area around the interface where the size of the gap between the Andreev bands
changes, but no bound states appear. When ΦL = �/2 (middle panel of Fig. 3.12),
the gap on the left side of the junction closes, whereas the gap on the right
remains open. Further increasing of ΦL leads to a reopening of the left gap, as
shown on the right panel of Fig. 3.12. One can clearly see how spin-polarized
bound states appear around the interface as a consequence of the gap inversion.
Interestingly, these bound states are not restricted to the gap between the low-
energy Andreev bands, but appear inside all gaps in the spectrum, indicating
that the inversion of the central gap carry the inversion of all the remaining
gaps.

From the quasiclassical GF of the junction, we can also compute the spin of
the system by integrating Eq. (3.43) over x . We consider the zero-temperature
case. As it is well know, quasiclassical GFs only describe the physics close to the
Fermi surface and, hence, to obtain the total spin density one has to add the Pauli
paramagnetic term [117, 195]. Namely, the Pauli paramagnetic contribution of
each magnetic impurity is given by Φ/� in units of ℏ/2 [94]. The resulting total
value depends on the way the ACs terminate. As we are dealing with an in�nite
system, it is calculated from the average over all possible ending con�gurations
of the chains (see the discussion in Sec. 3.3.2.1). This is equivalent to the so-
called sliding window average method (see, for example, Sec. 4.5 of Ref. [193])
and it results in a Pauli paramagnetic contribution of ΦL−ΦR

2�
that has to be added
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Figure 3.13: Contribution of a single Fermi valley to the surface spin po-
larization at T = 0 of a junction between antiferromagnetic ACs in
terms of ΦL for �xed values of ΦR = 0.4� and a = �0. The transition
between plateaus is rounded due to the Dynes parameter, Γ = 10

−3
Δ,

used to avoid numerical convergence problems.

to the integrated magnetization density of Eq. (3.43).

In Fig. 3.13, we show the contribution of a single Fermi valley (See Fig. 3.1)
to the surface spin polarization at T = 0 of a junction between two antiferro-
magnetic ACs as a function of ΦL. We set a = 0.1�0 and ΦR = 0.4� , although any
other value of a and −�/2 < ΦR < �/2 give the same results, as long as the sepa-
ration between the impurities is large enough such that the regions in-between
remain in the superconducting phase. The magnetization per Fermi valley can
only take half-integer values of the electronic spin, which indicates fractional-
ization of the surface spin per electron-hole valley. The contribution from both
Fermi valleys are equal and, hence, the total surface magnetization equals to an
integer value of ℏ/2. Choice of ΦR outside the range −�/2 < ΦR < �/2would shift
the ladder-like curve in Fig. 3.13 some steps up or down due to the Pauli para-
magnetic contribution (see previous paragraph). Finding the value of a below
which superconductivity breaks down would require self-consistent calculation
of Δ. However, we can make an upper-bound estimation of the critical value of a
by demanding that the mean value of the exchange �eld along the wire does not
exceed the value of Δ. In ferromagnetic ACs this condition requires that a > �0,
whereas in antiferromagnetic ACs the exchange �eld averages to zero and su-
perconductivity may survive even at a < �0. In Fig. 3.13, the smooth transition
between plateaus is a consequence of the small imaginary positive number that
we add to the energy, � + iΓ, with Γ = 10−3Δ, in order to avoid numerical prob-
lems. Γ is known as Dynes parameter [145] and models the e�ect of inelastic
scattering which leads to a broadening of the coherent peaks peaks in the spec-
trum. In absence of inelastic processes, Γ = 0 and the magnetization shows sharp
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steps.

The surface spin polarization per electron-hole valley, calculated from the
quasiclassical GFs and shown in Fig. 3.13, veri�es the result that we obtained
in Sec. 3.3.2.1 using the tight-binding up to �rst-neighbor calculation and the
connection between the spin polarization and the spectral asymmetry index in
gapped systems that we discuss in Sec. 3.1.2. Therefore, Fig. 3.9b gives the correct
value of the spin polarization in junctions between antiferromagnetic ACs.
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Chapter 4

S/FI hybrid systems:
Fundamentals and applications

Superconducting �lms with spin-split density of states have been used for a long
time to determine the spin polarization of ferromagnetic metals tunnel-coupled
to the superconductor (S) [41, 42, 196, 44, 45, 46, 40]. Originally, the spin split-
ting was induced by applying in-plane magnetic �elds to thin superconducting
�lms. These �elds had to be large, of the order of few Tesla, in order to obtain
sizable splittings. Interestingly, as shown in the late 1980s, such spin splitting
can also be observed at rather small, or even zero, magnetic �elds in supercon-
ducting Al layers adjacent to ferromagnetic insulators (FIs) [197, 39]. In this case
the splitting is attributed to the exchange interaction at the FI/S interface [37].
Additionally, those �rst works on FI/S structures showed that thin FI layers can
also be used as very e�cient spin-�lters, with potential application as sources
for highly spin-polarized spin currents [198].

More recently, non-equilibrium properties of superconductors with a spin-
split density of states have attracted a renewed attention [199, 200, 51, 201, 202,
31, 32]. In such systems, two additional spin-dependent modes appear and cou-
ple to the widely studied non-equilibrium energy and charge modes [202, 203].
FI/S structures have also been suggested for several applications, such as highly
e�cient thermoelectric elements [48, 54], bolometers [52], thermometers [50],
cryogenic RAM memories [53], and di�erent caloritronic devices to access the
electronic heat current in nanostructures [55, 56, 49, 57, 58]. Most of these appli-
cations require both superconductors with spin-split density of states and highly
polarized spin-�lter interfaces. This motivates the works presented in this chap-
ter, in which we explore di�erent devices with S/FI interfaces.
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Chapter 4. S/FI hybrid systems: Fundamentals and applications

In Sec. 4.1, we develop a general model of S/FI bilayers that describes both
spectral e�ects in the S layer and e�ect on the currents �owing across the FI.
Our model takes into account self-consistently magnetic disorder, spin-orbit
coupling, and orbital e�ects of the magnetic �eld, as well as non-collinear spin-
splitting �elds, and provides a tool to describe S/FI bilayers in a myriad of exper-
iments. In Sec. 4.2, we use this model to describe the coupling of two spin-split
superconductors through an additional spin-�lter barrier. We predict several
features in FI/S-based junctions, such as additional coherent peaks in the dif-
ferential conductance when the FI layers are monodomain with non-collinear
magnetization, and the possible realization of an anomalous Josephson junction
at zero phase bias. At the end of the section, we use this model to successfully
describe some experimental data.

In Sec. 4.3, we apply the model for the study of structures with S/FI layers to
build on-chip cooling devices. Tunnel junctions between superconductors and
normal metals proved to be a very e�cient way to refrigerate small metallic is-
lands below sub-Kelvin temperatures [204, 205, 206, 207, 208, 209, 210, 211, 212].
In that section we show how the addition of FIs into these type of devices sys-
tems enhance their refrigeration capabilities. We also explore other con�gura-
tions where the normal metal is substituted by a superconducting material.

Finally, in Sec. 4.4 we add the �avour of spin-orbit coupling (SOC) to the S/FI
structures considered so far. The interplay between the superconducting cor-
relations, the exchange �eld and the SOC results into magnetoelectric e�ects
[72, 73, 74, 75, 76, 77] with various potential applications. In particular, in this
section we consider �nite quasi-1D structures where this interplay leads to a dif-
ference of the superconducting phase between the ends of the wire. When plug-
ging such a structure into a superconducting loop, a supercurrent �ows along
the circuit. In analogy to the usual batteries used in electronics, these devices
are called Josephson phase batteries [63, 87, 86]. Along the section we compute
the phase accumulated across phase batteries of di�erent geometries to �nd the
optimum setup.

4.1 Modelization of di�usive S/FI bilayers

In this section, we study the properties of di�usive superconductor (S) – fer-
romagnetic insulator (FI) bilayers. The e�ect of the FI layer on the system can
be twofold. On the one hand, the spin-dependent back-scattering of conduction
electrons from the S layer that hit the FI interface results in an e�ective exchange
�eld in the superconductor. This �eld generates an spin splitting in the density
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4.1. Modelization of di�usive S/FI bilayers

of states (DOS). We study this case in Sec. 4.1.1. On the other hand, when a cur-
rent is passed through the FI, the latter acts as a spin �lter. We study the spin
�ltering e�ect of FI layers in Sec. 4.1.2.

4.1.1 Spectral e�ects: spin splitting

In this section, we introduce the spin splitting e�ect that a FI layer has on an
adjacent superconducting thin �lm. We consider di�usive systems where the
�lms are stacked along the z axis and where translation symmetry is preserved
in the x–y plane. We also assume that the width of the S layer is much smaller
than the superconducting coherence length, wS ≪ �0, which lets us assume that
the superconducting properties of the �lm do not change across its width. Such
�lms can also handle strong in-plane magnetic �elds without breaking super-
conductivity because their small lateral dimension impairs orbital e�ects, letting
only the paramagnetic e�ects harms the superconducting phase.

To model the system, we use the Green’s functions de�ned in the Keldysh
⊗ Nambu ⊗ spin space1, which are 8×8 matrices that satisfy the normalization
condition

[ğ(z)]

2

= 1 . (4.1)

In the Keldysh space they can be written as [122]:

ğ(z) =
(

ǧ
R
(z) ǧ

K
(z)

0 ǧ
A
(z) )

, (4.2)

where ǧR stands for the retarded component of the GFs, and ǧA = −�̂3ǧR
†

�̂3 is the
advanced component. Due to the normalization condition, the Keldysh compo-
nent can be written as

ǧ
K
(z) = ǧ

R
(z)

̌
f −

̌
f ǧ

A
(z). (4.3)

In these expressions, the "checks" ⋅̆ indicate 8 × 8 matrices, whereas ⋅̌ are used
for 4 × 4 matrices in Nambu-spin space, and ⋅̂ for 2 × 2 matrices. �̂i is the i-th
Pauli matrix spanning Nambu space and ̂

f stands for the electron distribution
function. In equilibrium, the latter is proportional to the unit matrix in Nambu
and spin space and reads:

̌
f (�) ≡ f0(�, T ) = tanh

�

2kBT

, (4.4)

1To simplify the notation we skip throughout the text the direct product symbol, ⊗
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where kB is the Boltzmann’s constant and T is the temperature of the system.
Whenever we do not specify any matrix structure via Pauli matrices, it is implied
that the matrix is proportional to the unit matrix in the corresponding space.

We now calculate the GFs in the superconducting layer, which we assume to
be in thermal equilibrium. As it was indicated after Eq. (4.2) and in Eq. (4.3),
we only need to compute their retarded component. In the di�usive limit, the
retarded GF obeys the Usadel equation [132] [see Eq. (2.50)],

−D)z(
ǧ
R
)z ǧ

R

)
−
[
i��̂3 − Δ�̂1 − iℎ

a

int
�̂
a
�̂3wint�(z) − Σ̌, ǧ

R

]
= 0. (4.5)

Here Δ stands for the superconducting order parameter, the interface is placed
at z = 0, summation over repeated indices is implied, �̂ a is the a-th Pauli matrix
spanning spin space, ℎa

int
is the value of the a spin component of the interfacial

exchange �eld (due to the presence of the FI �lm) and wint is the e�ective thick-
ness of the interface (i.e., the e�ective thickness of the � function within the
quasiclassical limit) over which the exchange �eld is �nite. In Eq. (4.5), Σ̆ stands
for the self energy term, whose structure we discuss it later.

We can now integrate Eq. (4.5) from the lower to the top boundary of the S
layer (i.e. from z = 0 to z = wS , where wS is the thickness of the superconduct-
ing layer). Regarding that the superconductor neighbours an insulating media
at both z = 0 and z = wS , we have that ğ)z ğ||z=0 = ğ)z ğ

|
|z=wS

= 0 as boundary
conditions (see Sec. 2.4.3). When the thickness of the S layer is much smaller
than the superconducting coherence length, wS ≪ �0, the quasiclassical GF re-
mains almost constant, ǧR(z) ≈ g

R
(0) and, therefore, the integration process is

straightforward and converts Eq. (4.5) into:

[i��̂3 − iℎ
a
�̂
a
�̂3 − Δ�̂1 − Σ̌, ǧ

R

] = 0, (4.6)

where ǧR ≡ ǧ
R
(0) and we de�ned the e�ective value of the exchange �eld as

its mean value over the S layer’s thickness, ℎa ≡ ℎ
a

int
wint/wS [213]. The self-

consistent superconducting order parameter, Δ, in Eq. (4.6) reads

Δ =

�

16i
∫

ΩD

−ΩD

d�Tr [(�1 − i�2) ǧK (�)] . (4.7)

Here, � is the coupling constant and ΩD is the Debye cuto� energy. The self
energy in Eq. (4.6), Σ̌, consists of three contributions:

Σ̌ = Σ̌so + Σ̌sf + Σ̌orb, (4.8)
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namely, the spin relaxation due to spin-orbit coupling, Σ̌so , and spin-�ip2 relax-
ation, Σ̌sf , and the orbital depairing, Σ̌orb, due to the external magnetic �elds.
Explicitly, each contribution within the relaxation time approximation, reads:

Σ̌so =

�̂
a
ǧ
R
�̂
a

8�so

, (4.9)

Σ̌sf =

�̂
a
�̂3ǧ

R
�̂3�̂

a

8�sf

, (4.10)

Σ̌orb =

�̂3ǧ
R
�̂3

�orb

, (4.11)

where �so , �sf and �orb stand for spin-orbit, spin-�ip and orbital depairing relax-
ation times, respectively, and we sum over repeated indices.

The general solution of the Usadel equation, Eq. (4.6), is then given by the
following structure in the Nambu-spin space:

ǧ
R
= (F0 + Fa�̂

a
)�̂1 + (G0 + Ga�̂

a
)�̂3. (4.12)

The components proportional to �̂3 are the normal components. They deter-
mine the quasiparticle spectrum and enter the expression for the quasiparticle
current. The o�-diagonal terms in Nambu space, here proportional to �1, are
the anomalous GFs and describe the superconducting condensate. The anoma-
lous GFs have two components: F0 describes the singlet condensate, whereas the
component Fa describes the triplet component with zero total spin projection.
Because we are considering di�usive systems, both components have s-wave
symmetry. This implies that the triplet component is odd in frequency [214].

Using the expression for the Keldysh component in Eq. (4.3) and the parametriza-
tion of the Green’s functions shown in Eq. (4.12), we can rewrite the self-consistency
equation of the superconducting gap, Eq. (4.7), as

Δ =

�

2
∫

ΩD

−ΩD

d� Im [F0(�)] tanh
(

�

2kBT
)

. (4.13)

This is the equation for the self-consistent superconducting gap that we use,
together with the Usadel equation in Eq. (4.6), to calculate the quasiclassical
GFs in S/FI bilayers.

2Spin-�ip processes are typically considered to be triggered by magnetic disorder at the S/FI
interface and, therefore, it would have required exactly the same treatment as the one to go
from the interfacial exchange �eld, ℎa

int
, in Eq. (4.5) to the e�ective one, ℎa , in Eq. (4.6) [213]. We

decided to obviate it for clarity in the presentation.
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4.1.2 Transport e�ects: spin �ltering

In this section, we consider di�usive heterostructures formed by stacked thin
�lms, where the FI layer acts as a tunneling barrier between two other �lms and
study the spin �ltering e�ect that a�ects the current. Such an structure forms
a junction, where the FI is the barrier that divides the two electrodes. For sim-
plicity, we consider the FI to be totally polarized with its magnetization pointing
towards the positive direction of the z axis. The spin �ltering e�ect is originated
from the spin dependent conductivity in the magnetic material, which favours
the transfer of quasiparticles with the spin parallel to the polarization direction
of the FI through the layer over those with antiparallel spin orientation. In par-
ticular, the spin �ltering is described by the polarization vector P = Pnz , with
P ≡

G
↑
−G

↓

G
↑
+G

↓

, where nz is the unit vector pointing along the z axis and G
↑(↓)

stands
for the barrier conductance for spin up (down) quasiparticles. From the expres-
sion for the polarization of the barrier, P , it follows that −1 < P < 1.

Let us work again with the quasiclassical Green’s functions de�ned in the
Nambu ⊗ spin ⊗ Keldysh space that we describe in Sec. 4.1.1, Eqs. (4.1)–(4.4)
and (4.12). Without lose of generality, we consider that the junction is at z = 0
and that it extends all through the the x–y plane. The spectral current �owing
perpendicular to the ferromagnetic barrier reads [139, 140] (see Sec. 2.4.3):

J̆z

|
|
|z=0

=

GN

�n
[
Γ̂ğ

L
Γ̂, ğ

R

]
z=0

, (4.14)

where GT = G↑
+G

↓
and �n are the normal state conductance of the junction and

the Drude conductivity, respectively. In Eq. (4.14), ğL and ğR label the quasiclas-
sical GFs on the left and right interfaces of the FI layer3. In Eq. (4.14), the matrix
Γ̌ describes the e�ect of the spin-�ltering layer and it is de�ned as

Γ̌ = u + v�̂3�̂3 , (4.15)

where the parameters u and v depend on the polarization of the barrier P as
follows:

u =

√

1 +

√

1 − P
2

2

, (4.16)

v =

√

1 −

√

1 − P
2

2

. (4.17)

3Even though in the geometry considered here it would be more accurate to use upper and
lower labels, we stick to the choice of left and right labels to be consistent all throughout the
thesis.
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One can easily check from these expressions that u2 + v2 = 1, that 2uv = P

and that u2 − v2 =
√

1 − P
2. Using the spectral current in Eq. (4.14) one can

calculate any desired observable current after taking the proper Nambu ⊗ spin
Pauli component, as shown in Sec. 2.4.2.1 [see Eqs. (2.55) and (2.56)].

4.2 Spin-dependent transport between spin-split
superconductors

In this section we study, both theoretically and experimentally, the charge trans-
port �owing through a spin-polarized tunnel junction between two spin-split su-
perconductors. The section is based on the work that we published in Ref. [215].
We present experimental measurements of the tunneling conductance of an
EuS/Al/AlOx/EuS/Al junction (see the inset in Fig. 4.1a) as a function of the ap-
plied voltage and magnetic �eld. The di�erential tunneling conductance, dI /dV ,
shows sharp peaks whose heights depend on the e�ective spin splitting induced
in both Al layers and the spin �ltering of the barrier. Below, we perform a self-
consistent calculation that allows us to determine unambiguously the main pa-
rameters governing the transport of the junction

The text is organized as follows. In the next section, Sec. 4.2.1, we present the
measurements of the tunneling conductance of the junction under consideration
as a function of the magnetic �eld. In Sec. 4.2.2, we present a theoretical model
based on the quasiclassical Green’s functions for the description of the trans-
port properties of a generic FI/S/I/FI/I/S/FI junction. In Sec. 4.2.2.1, we discuss
the Josephson current through such junctions with emphasis on the anomalous
behavior when the FI magnetizations are non-collinear. In Sec. 4.2.3, we focus on
the quasiparticle current and the tunneling di�erential conductance. The latter
is compared to the experimental data, and a discussion of the results follows.

4.2.1 TunnelingConductance of a EuS/Al/AlOx/EuS/Al junc-
tion

In this section we present our measurements of the current-voltage (I -V ) charac-
teristic of a EuS(4)/Al(4)/AlOx/EuS(1.2)/Al(4.3) 4 junction (thickness in nanome-
ters), see inset in Fig. 4.1a. The samples consist of cross bars fabricated by electron-

4During growth, the oxidation of the aluminum layer was not controled. Therefore, it does
not necessarily have the stoichometry of Al2O3.
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Figure 4.1: Tunneling spectroscopy of a FI/S/I/FI/S junction before ap-
plying an external magnetic �eld. (a) Typical current (I ) vs voltage (V )
characteristic of the junction measured at 25 mK. (b) Numerical deriva-
tive of the I −V characteristic extracted from the data in panel (a)(black
line). The blue dashed line is obtained from our theoretical model pre-
sented in Sec. 4.2.2. The parameters used for the �tting are: GT = 6 �S,
Δ0 = 320 �eV, ℎL = 0, ℎR = 100 �eV, �−1

sf
= 0.08Δ0 and �

−1

so
= �

−1

orb
= 0.

In the demagnetized regime, the e�ective spin splitting in the upper Al
layer is negligibly small. The spin splitting arises from the very large
domain structure of the bottom EuS layer, with size much larger than
the superconducting coherence length �0. The measured peak structure
resembles the one measured in Ref. [216] without the spin-�ltering ef-
fect at work [see discussion after Eq. (4.48) for more details].

beam evaporation on an in situ metallic shadow mask with a typical junction
area of 290×290 �m2 [216].

The tunneling spectroscopy is obtained by measuring the I -V characteristic in
a DC two-wire setup, as sketched in the inset of Fig. 4.1a. From this measurement
we determine the di�erential conductance, dI /dV , via numerical di�erentiation.
The measurements are done at cryogenic temperatures in a �ltered cryogen-free
dilution refrigerator. We �rst cool down the sample from room temperature to
25mK in a non-magnetic environment. Before applying any external magnetic
�eld, we measure the I -V characteristic (Fig. 4.1a) and extract the dI /dV shown
by the solid line in Fig. 4.1b. We then apply an in-plane magnetic �eld (up to
160 mT) strong enough to align the magnetization of both EuS layers, and start
decreasing it. During this process, we measure the I -V characteristic and deter-
mine the tunneling conductance at each value of the applied magnetic �eld. The
full dependence is shown in the color plot of Fig. 4.2d. Panels (a-c) in Fig. 4.2
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Figure 4.2: Magnetic-�eld dependence of the tunneling conductance of
the spin-polarized junction. Before the measurement, the system is po-
larized with a positive magnetic �eld (B = 160mT). The di�erential con-
ductance is then measured at di�erent values of magnetic �elds from 0
to −160mT. (a), (b) and (c) show three di�erent curves measured at 0, -20
and -160 mT, respectively. (d) shows the full measured B-dependence.
Panel (e) is the �tting resulting from the theoretical model.

correspond to di�erent vertical cuts of Fig. 4.2d at the positions indicated by the
arrows placed at the bottom of the �gure.

The obtained tunneling conductance clearly shows the four-peak structure
expected from the spin-split superconducting density of states (DOS) [39]. No-
tice that these peaks are also observed before applying any magnetic �eld, Fig. 4.1b.
The position of the peaks in Figs. 4.2(a-c) is always symmetric with respect to the
sign of the applied voltage, however, after the �rst magnetization of the junction,
their heights are not. This behavior contrasts with the one shown in Fig. 4.1b
for the demagnetized sample. The asymmetry is a �ngerprint of spin-polarized
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Chapter 4. S/FI hybrid systems: Fundamentals and applications

tunneling through the middle EuS thin layer [197, 39, 40], which only after mag-
netization turns out to be apparent. In contrast, and according to the physical
picture provided in Sec. 4.2.3, when the sample is demagnetized, the thin EuS
barrier layer consists of magnetic domains smaller than the coherence length
with random polarization directions. This leads to a negligibly small value of the
induced spin-splitting �eld on the upper superconductor and no spin-�ltering
e�ect on the current after averaging over the junction area.

The separation between the peaks at positive (or negative) voltage, Fig. 4.1b
and Fig. 4.2(a-c), provides information about the size of the spin-splitting energy
induced in the Al layers. This splitting is proportional to the e�ective exchange
energy between the spins localized at the EuS/Al interface and the Al conduction
electrons [217].

We observe a sudden increase of the spin-splitting energy at -20mT (Fig. 4.2d),
which occurs when the system switches to the antiparallel con�guration. As it
turns out from our theoretical discussion in Sec. 4.2.3, it is the bottom EuS layer
that switches �rst and abruptly. By further increasing the magnetic �eld, B, the
parallel con�guration is recovered gradually with a smooth switching of the
middle EuS magnetization. The two rather di�erent switching behaviors of the
EuS �lms can be attributed to a di�erent magnetic con�guration and anisotropy
of the two �lms due to di�erent deposition conditions, which crucially depends
on the growth morphology [218, 53].

Whereas the peak positions can be explained by using a simple tunneling
model [40], detailed features such as the width and height of the peaks can only
be understood by taking into account di�erent scattering and depairing mecha-
nisms and performing a self-consistent calculation of the superconducting order
parameter. With this aim, in the next sections we present a theoretical model
that allows us to describe the dI /dV curves, extract the values of the di�erent
parameters, and provide a physical picture that explains the full behavior shown
in Fig. 4.2d.

4.2.2 Theoretical modeling

In this section we present a theoretical model to describe the electronic transport
in junctions with spin-split superconductors and spin-�ltering barriers. The goal
of this section is twofold: On the one hand, to obtain general results for the cur-
rent in tunnel junctions between two spin-split superconductors in the presence
of a spin-�ltering barrier. On the other hand, we provide a complete description
of the experimental results presented in the previous section.
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4.2. Spin-dependent transport between spin-split superconductors

Figure 4.3: Schematic of a tunnel junction between two spin-split su-
perconductors with a spin polarized tunneling barrier and biased at a
voltage V . The left (right) superconductor SL (SR) experiences a spin-
splitting �eld hL (hR) by an attached ferromagnetic insulator layer FIL
(FIR). The spin polarized tunneling barrier, with polarization P , is an-
other ferromagnetic insulator (FI). To avoid the magnetic proximity ef-
fect, the superconductors are separated from the spin-polarized tun-
neling barrier by insulating layers (I). The superconductor SL (SR) is at
temperature TL (TR).

We consider a generic junction, sketched in Fig. 4.3. It consists of two spin-
split superconductors separated by a spin-polarized tunneling barrier. The spin-
split superconductors correspond to two S/FI bilayers, whereas the tunneling
barrier is an additional FI layer with adjacent thin insulating layers to decouple
it magnetically from the superconductors.

To describe the current through the junction below, we use the tunneling
Hamiltonian approach, such that the system is described by

 = L +R +T . (4.18)

Here L(R) describes the left(right) superconducting electrode attached to a FI
and T the tunneling of electrons between the superconductors [117].

In order to compute the current one needs to determine the spectral prop-
erties of the decoupled FI-S electrodes. We model them by assuming that the
interaction between the localized magnetic moments in the FI and the conduc-
tion electrons in the S layer creates an e�ective exchange �eld in the latter
[219, 220, 217, 32] (see Sec. 4.1.1). If the superconducting �lms are thinner than
the coherence length such exchange �eld can be assumed to be homogeneous
in the S and, hence, the S electrodes are described by

L(R) = BCS + hL(R) ⋅ �̂ , (4.19)

where hL(R) = ℎL(R)nL(R) is the exchange �eld pointing in the direction of the unit
vector nL(R), �̂ is the vector of Pauli matrices and BCS is the BCS Hamiltonian
that also includes random impurities, magnetic, non-magnetic and those with
spin-orbit coupling [221].
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Chapter 4. S/FI hybrid systems: Fundamentals and applications

For the tunneling Hamiltonian [the last term of Eq. (4.18)] we assume that
the tunneling through the barrier is spin dependent; in other words, that the
electron tunneling probability depends on whether its spin is oriented parallel
or anti-parallel with respect to the barrier magnetization [140] (see Sec. 4.1.2).

We consider a general case where the directions of the magnetization in each
of the three FIs are independent of each other. A voltage V is applied across
the junction and, in principle, the temperatures of the two FI/S electrodes are
di�erent TL ≠ TR . Here, the indices L and R denote the left and right electrode
respectively.

The e�ective splitting of the left and right superconductors in Fig. 4.3 is given
by the induced exchange �elds hL = ℎLnL and hR = ℎRnR respectively, whereas
the spin �ltering is described by the polarization vector P = PnP with P ≡

G
↑
−G

↓

G
↑
+G

↓

and −1 ≤ P ≤ 1. The vectors n are unit vectors pointing in the respective direc-
tions, the magnitude of the exchange �elds ℎL/R has energy units and G

↑(↓)
stands

for the tunneling conductance through the junction for carriers with up (down)
spin along the direction of nP .

Without loss of generality, we set the barrier magnetization along the z axis,
nP = (0, 0, 1), such that the magnetization orientations of the adjacent S/FI bi-
layers can be parametrized by three angles, �L,R and 
 :

nL = (sin �L, 0, cos �L) (4.20)

and

nR = (sin �R cos 
 , sin �R sin 
 , cos �R). (4.21)

In a collinear con�guration, i.e. �L = �R = 0, the current through the junction
can be straightforwardly calculated from the well-known tunneling expression
[40]. We next generalize the latter for non-collinear magnetizations. Moreover,
in order to include the e�ects of spin relaxation and depairing, we use the quasi-
classical Green’s functions (GFs) for an accurate description of the spectrum of
the S/FI electrodes. As described in Sec. 4.1.1, the quasiclassical GFs, ğs has the
structure described in Eqs. (4.1)–(4.4), whereas the retarded component quasi-
classical GFs on the each side of the junction is given by the following Usadel
equation [Eq. (4.6)]:

[i��̂3 − iℎs �̂3�̂
z
− Δs �̂1 − Σ̌s , ǧ

R

s ] = 0, (4.22)

where s = L(R) stands for the left (right) electrode and we work in a local refer-
ence frame where V = 0, Δ = |Δ| (i.e., the superconducting phase is zero, ' = 0)
and the exchange �eld is parallel to the z axis. In such a reference frame ǧ

R

s
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4.2. Spin-dependent transport between spin-split superconductors

can be parametrized as in Eq. (4.12). In Eq. (4.22), Σ̌s stands for the self energy
term described in Eqs. (4.8)–(4.11) and the superconducting order parameter, Δs ,
ful�lls the self consistent equation, Eq. (4.7) or, alternatively, Eq. (4.13).

From Eq. (4.22) we obtain the quasiclassical GFs in the local reference frame
of each electrode. We can now use these results to calculate the total electric
current across the Josephson junction, sketched in Fig. 4.3, in the presence of
a �nite voltage, a phase di�erence and a non-collinear magnetic con�guration.
This can be done by a gauge transformation and a spin-rotation of the GFs.

In the presence of a voltage, the phase of a superconductor evolves in time as

'(t) = ' +

2eV

ℏ

t , (4.23)

where ' is the dc phase. We de�ne the corresponding gauge matrix

Û (t) = exp ( − i'(t)�̂3) . (4.24)

If we assume that the voltage is applied on the left superconductor and the
magnetizations of the two S/FI and the spin-�lter barrier are non-collinear [see
Eqs. (4.20-4.21)] we can obtain the GFs ̆̃g from those obtained from Eq. (4.22) via
the following transformations:

̆̃gL(t − t
′
) = R̂L Û (t) ğL(t − t

′
) Û (t

′
)
†
R̂
†

L
, (4.25)

̆̃gR(t − t
′
) = R̂R ğR(t − t

′
) R̂

†

R
. (4.26)

Here, the operators R̂s describe spin-rotations in the left and right electrodes:

R̂L = exp ( − i�L�̂
y
/2), (4.27)

R̂R = exp ( − i
 �̂
z
/2) exp ( − i�R�̂

y
/2) , (4.28)

and the time-dependent Green’s functions in Eqs. (4.27-4.28) are obtained from
the GFs in frequency space:

ğs(t − t
′
) =

1

2�
∫

∞

−∞

d� ğs(�) e
i�(t−t)

. (4.29)

From Eqs. (4.25) and (4.26) we can now write the full expression for the time-
dependent electric current across the junction shown in Fig. 4.3 [139] (see Sec. 4.1.2):

Ic(t) =

GT�

16e

Tr
(
�̂3[

̆̃gL
◦
, Γ̌ ̆̃gRΓ̌]

K

)
, (4.30)
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where GT is the normal state conductance of the junction, [⋅ ◦, ⋅] is a commu-
tator of convolutions5, the superscript K stands for the Keldysh component of
the commutator and Tr stands for the trace over the Nambu⊗spin spaces. This
equation returns the proper component of the spectral current, Eq. (4.14), that
corresponds to the charge current with the correct normalization terms.

Equation (4.30) is valid in the tunneling limit. The matrix Γ̌ = u + v�̂
z
�̂3 de-

scribes the e�ect of the spin-�ltering layer, where the u and v parameters are
de�ned in Eqs. (4.16) and (4.17).

After a lengthy but straightforward algebra we obtain from Eq. (4.30) the
charge current through the junction which can be written as the sum of three
components:

Ic(t) = I + J1 sin
(
' +

2eV t

ℏ )
+ J2 cos

(
' +

2eV t

ℏ )
. (4.31)

Here I is the quasiparticle tunneling current and the remaining part is the
Josephson current. Speci�cally, J1 is the usual Josephson critical current. The
third term is proportional to the cosine of '(t). In a non-magnetic Josephson
junction this term is �nite only at non-zero bias. In the literature it is known
as the cos ' term and has been widely studied [222, 223, 224]. Interestingly, in
a magnetic junction this term can be non-zero even when V = 0. In this case
this term leads to the so-called anomalous Josephson current that appears in
certain magnetic system with spin-orbit coupling or inhomogeneous magneti-
zation [225, 226, 227, 228, 229, 62, 63, 230, 231, 232, 233] and is discussed in more
detail in Sec. 4.2.2.1.

From Eq. (4.30) we derive the expressions for the three components of the
current in terms of the GFs. For the quasiparticle tunneling current, �rst term
in Eq. (4.31), we obtain

I =

GT

2e
∫

∞

−∞

d�
[
f0(� + eV , TL) − f0(�, TR)

]

{

P
[
�0L(� + eV )�zR(�)nR ⋅ nP

+ �zL(� + eV )�0R(�)nL ⋅ nP]
+ �0L(� + eV )�0R(�)

+ �zL(� + eV )�zR(�)[
n
∥

L
⋅ n

∥

R
+

√

1 − P
2
n
⟂

L
⋅ n

⟂

R]

}

, (4.32)

5When the operators depend only on the di�erence of times the convolution is de�ned as

(A ◦ B)(t) =
∫

∞

−∞

dt
′
A(t − t

′
)B(t

′
− t),

and, consequently, the commutator reads [A ; B] = (A ◦ B)(t) − (B ◦ A)(t).
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where �as(�) ≡ Re[Gas(�)] is the semi-sum (a = 0) and semi-di�erence (a = 3)
of the spin-up/spin-down densities of states (DOS). In deriving this expression,
we made use of the following relations between the unit vectors pointing in the
direction of the polarization of the barrier, nP , and induced the exchange �elds
in the left, nL, and right, nR , electrodes. We de�ne the parallel and perpendicular
components of the exchange �elds with respect to the polarization vector:

n
∥

s
≡ (ns ⋅ nP )nP = cos �snP , (4.33)

n
⟂

s
≡ ns − n

∥

s
, (4.34)

where s = {L, R} labels the position of the electrode. According to these def-
initions and the unit vectors expressions of the Zeeman �elds, Eqs. (4.20) and
(4.21), we obtain the following useful relations:

nL ⋅ nR = n
∥

L
⋅ n

∥

R
+ n

⟂

L
⋅ n

⟂

R
, (4.35)

n
∥

L
⋅ n

∥

R
= cos �L cos �R , (4.36)

n
⟂

L
⋅ n

⟂

R
= sin �L sin �R cos 
 , (4.37)

nP ⋅ (nL × nR) = sin �L sin �R sin 
 . (4.38)

For the second and third terms in Eq. (4.31) we obtain that

J1 = A0

√

1 − P
2
+ Az[

√

1 − P
2
n
∥

L
⋅ n

∥

R
+ n

⟂

L
⋅ n

⟂

R]
− Bz PnP ⋅ (nL × nR) (4.39)

and

J2 = B0

√

1 − P
2
+ Bz[

√

1 − P
2
n
∥

L
⋅ n

∥

R
+ n

⟂

L
⋅ n

⟂

R]
+ Az PnP ⋅ (nL × nR), (4.40)

where Aa and Ba (a = 0, z) are expressed in terms of the real and imaginary part
of the anomalous GFs, Fas(�), as follows:

Aa =

GT

2e
∫

∞

−∞

d�
[
f0(�, TR)Re[FaL(� + eV )]Im[FaR(�)]

+ f0(� + eV , TL)Im[FaL(� + eV )]Re[FaR(�)]], (4.41)

Ba =

GT

2e
∫

∞

−∞

d�
[
f0(� + eV , TL) − f0(�, TR)]

Im[FaL(� + eV )]Im[FaR(�)].

(4.42)

Equations (4.31-4.42) determine the total current through the junction and
are used in the next sections. We start by analyzing the Josephson current in
magnetic junctions.
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4.2.2.1 Anomalous Josephson current

An interesting situation occurs when V = 0, ' = 0, TL = TR and the magne-
tization vectors of the three FI layers are not in the same plane. In this case
I = 0, B0 = Bz = 0 and the only term contributing to the current J2 is the one
proportional to Az in Eq. (4.40). The latter is �nite when nP ⋅ (nL × nR) ≠ 0,
i.e., when three vectors are not co-planar. In this case a �nite Josephson current
may �ow through the junction even if the dc phase di�erence ' is zero. This
is the so-called anomalous Josephson current and the junction is referred as a
'0-junction. The latter has been widely studied in magnetic junctions with spin-
orbit coupling [225, 234, 235, 231, 63, 62, 236] or multilayer metallic ferromagnets
[237, 238, 239, 240, 234, 241, 233, 232].

In this section, we discuss the possible observation of the anomalous Joseph-
son junction in FI/S-based junctions. This e�ect was not yet seen in the samples
discussed here, because the large value of the normal-state resistance made it
impossible to measure any Josephson current at the temprature of the experi-
ments. However, similar type of samples with increased junction transparency
would be good candidates for measuring the '0 e�ect.

Because we assume a unique temperature, TL = TR = T , and the junction is in
equilibrium (V = 0), quasiparticle current is zero and one can write the expres-
sion for the Josephson current in terms of a sum over Matsubara frequencies. The
anomalous functions proportional to the Pauli matrix � z correspond to the odd-
in-frequency triplet components of the condensate, Fz(i!n) = −Fz(−i!n), whereas
those proportional to �

0 arise from the singlet components F0(i!n) = F0(−i!n)

[30]. The total current, Eq. (4.31), can then be written as

J1 = �T

�GT

2e

∑

!

[

√

1 − P
2

(
F
2

0
+ F

2

z
n
∥

L
⋅ n

∥

R)
+ F

2

z
n
⟂

L
⋅ n

⟂

R
]

(4.43)

J2 = �T

�GT

2e

PnP ⋅ (nL × nR)∑

!

F
2

z
. (4.44)

The contribution proportional to sin ' contains the conventional singlet Joseph-
son current that vanishes when the barrier is fully polarized P = 1. If the magne-
tizations and the barrier magnetization are non-collinear, there is an additional
contribution stemming entirely from the interference of the triplet component
of the condensate, as discussed in Refs. [140, 139].

The anomalous current in Eq. (4.44) is also a pure triplet current which re-
quires non-coplanar vectors, i.e. a �nite triple product nP ⋅ (nL × nR), and it is
proportional to the polarization of the barrier. The well-de�ned splitting and
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strong barrier polarization make the EuS/Al material combination suitable for
the realization of such magnetic anomalous junctions.

In the limit T → 0, we obtain analytic results for the Josephson current by
assuming equal amplitudes of the exchange �elds, ℎL = ℎR ≡ ℎ, and neglecting
all relaxation processes, �−1

so
= �

−1

sf
= �

−1

orb
= 0:

J1 =

�GTΔ

2e [

√

1 − P
2
� +

(

√

1 − P
2
n
∥

L
⋅ n

∥

R
+ n

⟂

L
⋅ n

⟂

R)(
� − 1

)]
, (4.45)

J2 =

�GTΔ

2e

P(� − 1)nP ⋅ (nL × nR), (4.46)

whereΔ is the real self-consistent superconducting order parameter at zero tem-
perature and exchange �eld ℎ and

� ≡

32Δ
2
(256Δ

4
− 32Δ

2
ℎ
2
+ 9ℎ

4
)

(16Δ
2
− ℎ

2
)
3

− 1. (4.47)

In the case where ℎ = 0 (and, therefore, nL = nR = 0), the coe�cient � = 1

and Eq. (4.45) yields the well-known Ambegaokar-Barato� [242] formula for the
Josephson current with a prefactor

√

1 − P
2 due to the barrier polarization.

4.2.3 Quasiparticle current and di�erential conductance

In this section, we discuss the quasiparticle current, Eq. (4.32), and use our the-
oretical framework to describe the experimental data shown in Figs. 4.1-4.2. In
the following discussion, we identify the layer at the bottom (top) in the exper-
imental setup, Fig. 4.1, with the left (right) electrode of the model in Fig. 4.3.

The experimental setup corresponds to a situation in which the EuS barrier
serves two purposes: on the one hand, it acts as a spin-�ltering barrier and, on
the other hand, it causes the spin-splitting in one of the superconductors (the
right one in Fig. 4.3). This means that the orientation of barrier magnetization
coincides with the direction of the exchange �eld in the right superconductor,
nP = nR , while the magnetization nL is, in principle, independent of the mag-
netization of the barrier. The left superconductor (SL) is in a good contact with
the outer EuS, which induces a �nite ℎL. At the other interface between SL and
the tunneling barrier, a thin oxide layer is formed, preventing the exchange cou-
pling [39]. Thus, for our speci�c sample, the thinnest FI layer in the middle is
a tunneling barrier (1.2 nm) which induces the spin splitting only on the right
superconductor and polarizes the current, whereas the thicker EuS layer (4 nm)
causes the spin splitting in the left Al �lm.
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Because the two EuS layers are of di�erent thicknesses and they were grown
on two di�erent substrates, it is expected that the magnetization switching is
di�erent, as well as the strength of the induced exchange splittings in the su-
perconductors, ℎR ≠ ℎL. We assume the same superconducting order parameter,
spin orbit and spin �ip relaxation times for both Al �lms. Moreover the temper-
atures are assumed to be equal, TL = TR = T .

Because of the high normal-state resistance of the tunneling barrier (∼ 160

kΩ), no Josephson current through the junction could be measured, as shown in
the left panel of Fig. 4.1. In particular, the Josephson energy EJ = ℏJ1/(2e) was of
the order of the temperature and, therefore, the thermal �uctuations of the phase
smeared out the Josephson e�ect. The current shown in that �gure corresponds
only to the quasiparticle contribution and it can be determined from Eq. (4.32)
for nR ⋅ nP = 1 and n⟂

R
= 0. We can parametrize the magnetic con�guration of

the junction by a single angle � between the splitting �eld in the left and right
superconductor: nR ⋅ nL = nP ⋅ nL = cos � .

From Eq. (4.32), we compute the current and, after di�erentiation with re-
spect to V , we obtain the di�erential tunneling conductance dI /dV . In Fig. 4.4,
we show its dependence on the voltage for di�erent values of the angle � and
certain values of spin splitting �elds and spin relaxation times. For a collinear
con�guration of magnetizations, cos � = ±1, the di�erential conductance shows
the four-peak structure, observed in most of experiments on EuS/Al based struc-
tures [197, 39, 38, 40, 216]. These peaks appear at voltages eV = ±(ΔL + ΔR) ±

(ℎL − cos �ℎR).

However, if the magnetizations of the FIs are non-collinear, we �nd a qual-
itatively new result (see the solid black line in Fig. 4.4). Instead of four peaks,
the di�erential conductance shows eight peaks for any value of � between 0 and
� . These two di�erent behaviors can be understood as follows: In the collinear
case, the spin component along the single direction of magnetization is globally
conserved and the two spin species tunnel independently. When the polariza-
tion of the tunneling barrier is non-collinear with the magnetization of one of
the electrodes, tunneling does not conserve spin. The additional peaks in the
dI /dV stem from the projection of the electron spin of one of the electrodes
onto the local spin basis in the other electrode. The peaks in dI /dV then appear
at eV = ±(ΔL + ΔR) ± (ℎL ± ℎR)

This unusual situation occurs when the induced exchange �eld, and hence
the magnetization of the EuS �lms, is spatially homogeneous, so that the eight-
peak structure of dI /dV shown in Fig. 4.4 can only be observed if the EuS are
monodomain magnets with non-collinear magnetizations. In our EuS/Al sam-
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Figure 4.4: Normalized di�erential conductance spectrum of the
FIL/SL/I/FIR/SR junction calculated from our theoretical model. Both su-
perconductors are assumed to have the same order parameter, Δ0. The
polarization of the barrier is parallel to the exchange �eld induced in
the right superconductor, nP ∥ nR , while the exchange �eld of the left
superconductor forms an angle � with nR . The dashed lines correspond
to collinear situations, (blue) � = 0 and (red) � = � , while the solid
black line corresponds to a non-collinear one, � = �/2. The remaining
parameters used in the calculation are �−1

so
= �

−1

orb
= 0 and �−1

sf
= 0.08Δ0

for the relaxation times in both superconductors, Zeeman splitting val-
ues of ℎL = 0.35Δ0 and ℎR = 0.10Δ0, a polarization of P = 0.25 and a
global temperature of kBT = 0.01Δ0.

ples the situation is rather di�erent. As discussed in Ref. [216], EuS �lms con-
sist of an ensemble of crystallites with intrinsic magnetization [243]. Therefore,
before applying any external magnetic �eld, the magnetic con�guration of the
EuS layers consists of randomly oriented magnetic domains. Typically the size
of EuS/Al tunnel junctions (here ∼ 290 × 290 �m2) is much larger than the size
of these domains and, therefore, the measured tunneling current is determined
by an average over the angle � , ⟨I ⟩

�
≡ ∫

�

0

d�

�
I , which reads:

⟨I ⟩
�
=

GT

2e
∫

∞

−∞

d�
[
f0(� + eV , TL) − f0(�, TR)]

×
[
�0L(� + eV )�0R(�) + P�0L(� + eV )�zR(�)]

. (4.48)

We use this averaging procedure to �t the experimental data shown in Fig. 4.1,
which corresponds to the situation before any magnetic �eld has been applied.
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As discussed above, the �nite spin-�ltering coe�cient P results in an asymmetry
in the dI /dV curve with respect to the sign of V . However, Fig. 4.1 shows a quite
symmetric curve. This can be explained by assuming that the domain size in the
upper thin EuS layer is smaller than �0 and, therefore, the possible splitting in
the corresponding superconductor (R in our case) averages out. The absence of
a Zeeman �eld in the right superconductor leads to an equal density of states for
up and down electrons and, hence, �3R(�) = 0. Consequently, the second term on
the second line of Eq. (4.48) does not contribute to the current, which now does
not depend on the spin polarization of the tunneling barrier.

The theory curve in Fig. 4.1b (blue line), is obtained forGT = 6 �S, which is the
value of the conductance measured at su�ciently large voltages (see the right
panel of Fig. 4.1). The superconducting gap at zero �eld and zero temperature
is set to Δ0 = 320 �eV in both Al layers. According to previous studies on the
spin relaxation processes in aluminum layers [244, 245, 31], we set the spin-orbit
relaxation time to �−1

so
= 0.005Δ0. The spin-�ip relaxation is however enhanced

due to the magnetic disorder caused by the adjacent EuS layer and we chose
�
−1

sf
= 0.08Δ0 in both Al layers. Since the measurements in Fig. 4.1 are for zero

�eld then �
−1

orb
= 0. The best �tting is obtained for ℎL = 100 �eV (bottom layer in

the experiment), whereas ℎR = 0 as explained above. The EuS at the bottom is a
thicker �lm and its magnetic domain size is of the order of, or even larger than,
the superconducting coherence length �0 [216]. Therefore it induces a sizable
exchange splitting in the bottom Al layer.

We now focus on the results of Fig. 4.2 when an external �eld is applied. These
measurements are done after the �rst magnetization of EuS, i.e., after a strong
enough in-plane magnetic �eld is applied (B = 160 mT). After this, we switched
o� the B-�eld and measured the I -V characteristic varying the magnetic �eld
from B = 0 to B ≈ −160mT. The di�erential conductance obtained by a numerical
di�erentiation is shown with solid lines in panels (a-c) of Fig. 4.2 for B = 0,
B = −30 mT and B = −160 mT, respectively. A full overview of the dI /dV is
presented as a color map in panel Fig. 4.2(d).

From the four-peak structure of dI /dV and the theoretical prediction in Fig. 4.4,
we can conclude that the average induced exchange �elds in the left and right
superconductors are collinear. After the application of the initial strong mag-
netic �eld, the magnetizations of both EuS are aligned in the direction of B. By
decreasing the �eld until it switches its direction, the magnetization of the FIs
may also switch at their corresponding coercive �elds leading to the usual ferro-
magnetic hysteresis loop. Such switching events can be seen from the evolution
of the peak positions in the dI /dV map in Fig. 4.2d.
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4.2. Spin-dependent transport between spin-split superconductors

We calculate the current using Eq. (4.32) and �t the data shown in Fig. 4.2. We
use for the values of the spin-splitting �elds for large magnetic �elds (satura-
tion of the magnetization of the EuS �lms) ℎsat

L
= 120 �eV and ℎsat

R
= 30 �eV. The

di�erence between the values of the exchange �elds after and before the �rst
magnetization of the EuS layers is consistent with the result in Ref. [216]. In or-
der to describe the evolution of the conductance peaks with the magnetic �eld
we assume that the exchange �eld follows the evolution of the local magnetiza-
tion. In particular, for the color plot in Fig. 4.2e we assume that ℎL(B) = ℎsatL

⋅yL(B)

and ℎR(B) = ℎsatR
⋅ yR(B), whereas spin-polarization of the barrier is chosen to be

P(B) = 0.25 ⋅ yR(B). Here, yL(B) = 1 − 2�(B + 20) and yR(B) = tanh
B+70

40
are two

empirical functions that describe the evolution of the magnetization in the bot-
tom and top EuS layers as a function of the magnetic �eld B given in mT, where
�(x) is the step function.

We also take into account the orbital depairing in the superconducting layers
due to the applied magnetic �eld, determined by [131, 118]

�
−1

orb
=
(

�d�0B

√

6Φ0
)

2

Δ0, (4.49)

where Φ0 is the magnetic �ux quantum, d ≈ 4 nm is the width of the Al layers
and �0 ≈ 200 nm is the superconducting coherence length.

The results of our �tting procedure are the dashed lines in panels (a), (b) and
(c) of Fig. 4.2 and the color map in panel (e). All in a good agreement with the
experimental data.

At �rst glance our �tting suggests an unexpected behavior: the thin EuS layer
switches its magnetization slower than the thicker one. Here we provide a plau-
sible explanation for this behavior, which can be caused by the di�erent poly-
crystalline structures of EuS layers grown under di�erent conditions. The 4 nm
thick EuS (bottom layer in Fig. 4.2) is grown on an Al2O3 substrate, while the
1.2 nm barrier is grown directly on the previously oxidized underlying Al layer.
As the oxidation of this layer is not controlled, its stoichiometry is completely
di�erent to the one on top of the substrate. Most likely, the thin layer consists
of a more disordered set of crystallites and islands, resembling a superparam-
agnet. Such a large structural roughness could also arise from the propagation
of defects created during growth in the bottom EuS and Al layers. If the RMS
roughness is larger than half thickness of the top EuS layer, the layer would be-
come discontinuous. Thus, the di�erent thicknesses of the two EuS layers plays
an important role in determining their magnetic properties as well. Presumably,
the crystallites in the thick EuS layer are magnetically well coupled, while in
the thin magnetic layer they form decoupled magnetic islands. Consequently,
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the EuS in the bottom would form magnetic domains on a scale much larger
than the crystallite size, which leads to the sharp switching of the magnetiza-
tion observed around B = −20 mT in Fig. 4.2d. In the thin EuS layer, by con-
trast, the macroscopic magnetization is an average over the magnetization of
the crystallites. Due to disorder, the anisotropy is also random and such crystal-
lites would not switch simultaneously, resulting into the gradual magnetization
reversal that we observe from B ≈ −60mT to B ≈ −100mT in Fig. 4.2d. Moreover,
the assumption of an island-like structure due to the growth morphology [218]
can also explain the low polarization of the FI layer (25%) in comparison with
previous results of near to 80% polarization [38, 197]. Indeed, it seems that the
coverage of the EuS barrier is not complete and, in addition to the spin polarized
current, there is a parallel direct tunneling current through the AlOx layer.

4.3 Electron refrigeration inheterostructureswith
spin-split superconductors

The common way to refrigerate electron systems at sub-Kelvin temperatures is
to lower the temperature of the whole sample via di�erent refrigeration meth-
ods. In those cases the lattice temperature is lowered �rst, and the electron-
phonon coupling then refrigerates the electrons. This mechanism becomes in-
e�cient at low temperatures as, there, the phonons decouple from the elec-
trons. An alternative scheme is to directly refrigerate the electrons. A scheme
for such direct electron refrigeration was presented more than two decades ago
[204, 205]. It is based on electron tunneling between a superconducting (S) elec-
trode and a normal-metal (N) island, where the gapped density of states in S
allows for a selective transport of hot electrons out of N by a proper choice of
the bias voltage [208]. This refrigeration method is very e�cient, as the absolute
temperature of the N electrons can be lowered to a tiny fraction of the starting
temperature [206, 207, 209, 210, 211]. This heat transfer through the junction
could be used for the realization of on-chip cooling [212] of nanosized systems,
such as highly-sensitive detectors and quantum devices.

At high starting temperatures (in case of Al-based microcoolers, typically
above 200 mK) the mechanism limiting the lowest reached electron tempera-
tures is the electron-phonon coupling. However, the electron refrigerators be-
come especially useful below these temperatures. In those cases the limiting fac-
tor is rather the low coe�cient of performance (COP, refrigeration e�ciency):
as the refrigeration requires electric power which comes with Joule heating, the
excess heat is dumped into the superconductor, which then heats up, and the
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resulting back�ow of heat limits the refrigeration. This has been partially cured
with a design involving quasiparticle traps [210], but increasing the COP would
allow for further progress.

The improvement of the cooling power due to a spin �lter between N and su-
perconducting (S) electrodes was theoretically discussed in Ref. [246]. However,
the e�ect of spin-splitting was not considered in that work. More recently, the
electronic cooling power between a ferromagnetic metal and a superconductor
in the presence of an external magnetic �eld has been studied both theoreti-
cally and experimentally [54, 247]. It was shown that due to the spin-splitting
�eld the cooling power can be larger with respect to the N-S coolers at certain
subgap voltages. This is a direct consequence of the linear thermoelectric e�ect
predicted in Ref. [54] and �rst observed in Ref. [201]. Improvement of the cool-
ing at low voltages suggests an improvement of electron refrigeration. However,
the electronic refrigeration and, in particular, the calculation of the reduction of
the electron temperature in such structures has not been reported before.

Here we propose a way to improve the refrigeration e�ciency by consider-
ing spin-split superconductors (SS), i.e. superconductors with a spin splitting
in their density of states, coupled to other electrodes via ferromagnetic insu-
lators (FI). The latter, on the one hand, acts as a spin-�lter [198] and, on the
other hand, induces a spin-splitting in the superconducting electrodes without
the need of applying an external magnetic �eld, as observed in Al/EuS junctions
[41, 42, 248, 249, 250, 216]. In a SS-FI-N junction the cooling power has a linear
term in voltage and the optimal cooling power of N shifts to lower voltages. We
show that this linear behavior also allows for cooling of the SS as the sign of
the bias voltage across the junction is changed. Moreover, we also found that
the cooling of the N-electrode in a N-FI-SS junction can be improved if N is
substituted by a superconductor S’ with a gap smaller than SS gap. We �nally
analyze the electron refrigeration by computing the electron temperature in SS-
FI-N-FI-SS, N-FI-SS-FI-N and SS-FI-S’-FI-SS junctions for di�erent voltages and
temperatures.

4.3.1 The model and basic equations

A typical setup for electron refrigeration is schematically shown in Fig. 4.5. The
central island is the one refrigerated and it is tunnel coupled to two electrodes.
The latter can be formed by a normal metal or a spin-split superconductor (SS).
Besides the energy exchange between the electrodes and the island, carried by
the quasiparticles, electron-phonon coupling establishes an energy �ow from
quasiparticles to the phonon bath of the di�erent parts of the system. We assume
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Figure 4.5: Schematic general setup: An island (blue) with quasiparticle
temperature Tqp is electrically connected to two electrodes with quasi-
particle temperature TR through a spin-�ltering thin layer of a ferro-
magnetic insulator. We assume that the �lm phonons strongly thermal-
ize to the substrate and, thus, their temperature equals Tbath. Q̇ stands
for the cooling power of the island and white arrows show the spin po-
larization at each FI.

the �lm phonons to thermalize strongly to those at the thermal bath (i.e., the
substrate), so that their temperature equals Tbath. Decoupling the island from the
substrate, however, can lead to phonon refrigeration and a consequent enhance-
ment in the refrigeration of the quasiparticles, as it was reported in [207, 212].

We de�ne the cooling power, Q̇, as the energy current �owing out of the cen-
tral island to the electrodes, whereas the energy current �ow resulting from the
electron-phonon coupling is labeled as Q̇qp-ph. Our goal is to determine the �nal
temperature of the quasiparticles in the central island, Tqp , when the system is
voltage biased. This temperature can be calculated from the heat balance equa-
tion, which in the stationary situation (no build-up of energy) reads

Q̇(Tqp , TR) + Q̇qp-ph(Tqp , Tbath) = 0 . (4.50)

Here, TR is the quasiparticle temperature in the electrode(s), which can di�er
from Tbath if the thermalization is incomplete. In practice, the electrodes may
heat up close to the junction. We model this heating by considering a �nite size
of the electrodes as well as that of the island. In addition, the cooling power Q̇
depends on the bias voltage and other system parameters, as discussed in each
of the examples consider below.
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The quasiparticle-phonon heat �ow entering Eq. (4.50) is given by [251, 252]

Q̇qp-ph = −
ΣΩ

96� (5)
∫

∞

−∞

d� �
∫

∞

−∞

d! !
2
sgn(!)L�,�+!

×

{

coth
(

!

2Tph
)[

tanh
(

�

Tqp
)
tanh

(

� + !

2Tqp
)]

− tanh
(

�

2Tqp
)
tanh

(

� + !

2Tqp
)
+ 1

}

, (4.51)

where Σ is a constant describing the coupling strength, Ω stands for the sample
volume, � (5) ≈ 1.037, we set kB = 1, and the kernel L�,�′ reads

L�,�′ =

1

2

∑

�=±

�S(�� )�S(�
′

�
)
[
1 −

Δ(Tqp , ℎ)

���
′

�
]
. (4.52)

Here �S(�) = Re
[
(� + iΓ)/

√

(� + iΓ)
2
− Δ

2

]
is the density of states of the supercon-

ductor, we de�ne �± ≡ � ± ℎ, where ℎ is the e�ective spin splitting, Γ stands for
the Dynes parameter [145, 146] and Δ(Tqp , ℎ) is the self-consistently calculated
superconducting order parameter [31]. Both the DOS and the self-consistent
equation for Δ that we use in this section are obtained from the quasiclassical
GFs of the model described in Sec. (4.1.1) in absence of spin relaxation and/or
orbital depairing processes [i.e., Σ̌ = 0 in Eq. (4.6)]. If the central conductor is a
normal metal (i.e. Δ0 ≡ Δ(0, 0) = 0), Q̇qp-ph simpli�es to [253]

Q̇
N

qp-ph = ΣΩ (T
5

qp − T
5

ph) . (4.53)

These results, along with the ones shown in the following section, are used in
Sec. 4.3.3 to determine the �nal electronic temperature of the island for di�erent
systems with geometries equivalent to the one displayed in Fig. 4.5.

4.3.2 Cooling power of a SS-FI-N junction

We �rst analyze the cooling power Q̇ of a SS-FI-N junction, where SS is a spin-
split superconductor. We assume that the spin-�lter e�ciency of the ferromag-
netic insulator is 100% and hence we can neglect the Andreev-re�ection pro-
cesses at the barrier [254]. Such an assumption is justi�ed in the case of EuO
and EuS barriers with spin-�lter e�ciencies > 95% [255]. The suppression of
coherent processes such as Andreev re�ection enables us to describe the prob-
lem within the tunneling formulation (see below Eq. (4.54)) which substantially
simpli�es the calculations.
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Figure 4.6: (top) Cooling power Q̇N of the metallic electrode as a func-
tion of the bias voltage at TN = TS = 0.2Δ0 for di�erent values of the
exchange �eld ℎ. (bottom) Cooling power optimized vs. bias voltage as
a function of the temperature of the junction T = TN = TS . Vopt stands
for the applied bias for which Q̇opt is obtained.

The junction can be both temperature and voltage biased, and the cooling
power in each of the electrodes is given by [31],

Q̇i =

GT

e
∫

∞

−∞

d�(� + �i)�N [�+ + P�−] (fN − fSS), (4.54)

where i = {N , SS} labels the metal and the spin-split superconductor, �i = eVi

is the electrochemical potential on each of the samples, GT is the normal-state
conductance of the junction, �± ≡ 1

2
[�S(� + ℎ) ± �S(� − ℎ)] takes into account the

spin-split DOS of the superconductor and fSS ≡ f (�) and fN ≡ f (� + eVN ), where
f (�) = 1/(1 + e

�/T
) stands for the Fermi-Dirac distribution function.

The combination of spin splitting and spin �ltering e�ectively moves the
Fermi level in the superconductor from the middle of the superconducting gap
an energy equal to ℎ. This situation breaks the preexistent electron-hole sym-
metry of the currents and, consequently, it makes Q̇ asymmetric in voltage.
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Figure 4.7: (top) Cooling power Q̇S of the spin-split superconductor as a
function of the bias voltage for di�erent values of the exchange �eld ℎ,
at TS = TN = 0.2Δ0. (bottom) Cooling power for optimal bias voltage
Vopt, as a function of the temperature of the junction T = TN = TS .

In Figs. 4.6 and 4.7 the cooling power in the normal metal, Q̇N , and the spin-
split superconductor, Q̇SS , are shown for di�erent spin-splitting amplitudes ℎ. In
the upper panels their bias dependence at a given temperature is shown, whereas
in the lower panels the maximum of cooling power Q̇opt is represented in terms
of the temperature of the junction.

For the normal-metal cooling (Fig. 4.6), the most important e�ect is the shift
of the maximum cooling power, Q̇opt

N
, towards lower values of V by increasing

the value of ℎ. Since the Joule heating driven by dissipative currents is given by
PJ = IV , this shift towards lower bias voltages implies lower dissipation [201].
On the other hand the maximum cooling power Q̇N may decrease on increasing
ℎ due to the suppression of the superconducting gap. This is the case of the
ℎ = 0.6Δ0 curve in Fig. 4.6, for which the superconductor makes a transition to
the normal state at T ≈ 0.32Δ0. In the next section we study the consequences
of this behavior on the electronic refrigeration.

If we now focus on the cooling power in the superconducting electrode (Fig.
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4.7) it is interesting to notice that the spin splitting opens the possibility to re-
frigerate it. In the upper panel of Fig. 4.7 one clearly sees the linear behavior
of the cooling power for low positive voltages for a non-zero exchange �eld ℎ.
In this case, larger spin-splitting implies better cooling. Of course the supercon-
ducting phase transition limits this enhancement only to temperatures lower to
the critical one, as can be seen in the bottom panel of Fig. 4.7.

4.3.3 Electron refrigeration

In the previous section, Sec. 4.3.2, we calculated the cooling power of each elec-
trode in a SS-FI-N junction as the amount of energy �owing out from the elec-
trode per unit of time due to hot quasiparticle extraction. In this section we
combine these results together with the energy transfer happening between the
electronic system and the bath of thermalized phonons, Eq. (4.50), to calculate
the �nal electronic temperature of the island in a system like the one sketched
in Fig. 4.5 for various combinations of materials.

4.3.3.1 N-FI-SS-FI-N structure

We �rst consider a spin-split superconducting island between two metallic elec-
trodes. We assume both junctions to be identical and, in order to enhance the
cooling power, the polarizations of the spin �lters are directed opposite to each
other. Such a setting is analogous to the n-p-n or p-n-p thermoelectric setups
containing two junctions with opposite thermoelectric coe�cients in series. In
this con�guration, the total heat current �owing out of the island is two times
larger than the one obtained from Eq. (4.54) for a single interface.

Cooling power only gives information about the extraction of hot carriers
from the system of interest. In order to quantify the refrigeration (which im-
plies change in the temperature) thermalization processes must be taken into
consideration via the electron-phonon coupling. Combining the cooling power,
Q̇, with the heat �owing to the phonons, Q̇qp-ph [Eq. (4.51)], we can obtain the
�nal temperatures of the island by solving Eq. (4.50).

In order to simplify the notation, we group all the parameters in a single di-
mensionless one,

Σ̃ ≡

ΣΩΔ
3

0
e
2

GTk
5

B

. (4.55)

Values of the coupling parameter Σ are presented in Ref. [208]. We set Σ̃ = 300
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Figure 4.8: (top) Final temperature of the superconducting island vs. the
voltage across the structure for Tbath = 0.15Δ0. (bottom) Optimum value
of the relative refrigeration e�ciency, �R ≡ (Tbath − Tqp)/Tbath, in terms
of phonon temperature. Both values are obtained for di�erent spin-
splitting amplitudes and a qp-ph interaction parametrized by Σ̃ = 300.

which corresponds to a junction with a resistance of RT ∼ 1 kΩ in an aluminum
sample with Ω ∼ 1 (�m)3.

The top panel of Fig. 4.8 shows the �nal temperatures of the spin-split super-
conducting island as a function of the bias voltage across the whole structure for
di�erent values of the exchange �eld ℎ. Here, we disregard heating of the elec-
trodes, so the quasiparticle temperature in them equals the bath temperature,
TN = Tbath. In the absence of an exchange �eld, refrigeration of the supercon-
ducting island cannot be achieved, whereas a non-zero spin-splitting �eld allows
for it.

The bottom panel of Fig. 4.8 shows the refrigeration e�ciency at di�erent
bath temperatures Tbath. For this, we de�ne the relative refrigeration e�ciency,

�R ≡

Tbath − Tqp

Tbath

, (4.56)

indicating the relative temperature drop in the island, and plot it for di�erent ℎ
values. The bottom panel of Fig. 4.8 shows a strong dependence of the refrigera-
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Figure 4.9: Steady-state temperature in the metallic island attached to
two SS electrodes as a function of the bias voltageV across the structure
for di�erent exchange �elds ℎ. Here we disregard the heating of the
electrodes. The qp-ph interaction in the normal metal is parametrized
by Σ̃N = 300.

tion e�ciency on the temperature of the phonon bath, which is consequence of
the competition between how Q̇

opt

SS
and Q̇SS

qp−ph
change with Tqp and Tbath. The de-

pendence of the former is shown in Fig. 4.7 and discussed in Sec. 4.3.2, while the
absolute value of the latter quickly increases with increasing temperature (i.e.
with an increasing number of phonons). Therefore, at low temperatures the re-
frigeration e�ciency is mainly governed by Q̇SS(Tqp , Tbath), whereas the rapidly
increasing density of phonons governs �opt

R
at high bath temperatures, dropping

the refrigeration e�ciency to very small values.

Notice that at very low temperatures, the electron-phonon relaxation is so
weak that, in fact, it does not determine the ultimate minimum temperature that
can be achieved. It is the anomalous heating caused by the nonzero DOS within
the superconducting gap, which depends on the Dynes parameter Γ [145], that
determines it [206].

4.3.3.2 SS-I-N-I-SS structure

We now focus on the refrigeration of a normal metal island between two spin-
split superconducting electrodes. The polarization direction of the spin �lters is
again opposite to each other in order to optimize the refrigeration. The cooling
power in this con�guration equals twice the one in Eq. (4.54) with �i = eV /2,
where V is the bias voltage across the whole structure.

As seen in Fig. 4.6, the spin splitting in the superconducting density of states
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shifts the maximum of cooling power in the normal metal towards lower values
of V . This implies lower dissipation and, hence, less heat on the superconducting
electrodes.

We �rst disregard the heating of the electrodes by assuming perfect reservoirs
for which the temperature is �xed to Tbath and compute the temperature TN in
the normal island. Results are shown in Fig. 4.9.

As expected from the results on the cooling power shown in Fig. 4.6, there
is not much improvement of the refrigeration for a �nite ℎ, but the optimal
refrigeration occurs at lower voltages.

We now consider the e�ect of the electrode heating on the previous results.
We do this by adding a second heat balance equation concerning the electrodes,
assuming for simplicity that they are uniformly heated across a volume ΩSS .
Thus, we get two coupled heat balance equations for the two temperatures TN
and TSS ,

{

2Q̇N (TN , TSS) + Q̇
N

qp-ph(TN ) = 0

Q̇SS(TN , TSS) + Q̇
SS

qp-ph(TSS) = 0
, (4.57)

where the factor of 2 stems from the fact that the metallic island is connected to
two electrodes. Obviously the heat currents in Eq. (4.57) also depend on other
parameters like the bias potential or the spin-splitting amplitude, which for sim-
plicity are not explicitly written.

We use Eqs. (4.57) to describe a typical experimental situation. Even though
the volume of the electrodes is typically much larger than that of the island, the
bad heat transport properties of superconductors at low temperatures would
generate a temperature gradient in them, i.e. local heating close to the inter-
face. As shown in Ref. [210], this unwanted e�ect can be palliated using metallic
quasiparticle traps near the junction. The traps dissipate heat more e�ciently
than the superconductor and, hence, reduces the local temperature of the elec-
trode near the interface.

In Fig. 4.10 we show the obtained results in the case where the volumes of the
electrodes and the island are comparable (in particular, when Σ̃N = Σ̃SS = 300).
In this con�guration, the spin splitting enhances the refrigeration in the island,
with an optimal exchange �eld around ℎ ∼ 0.4Δ0. For higher ℎ, the reduction
of the Joule heating of the electrodes does not compensate the decrease of Q̇S .
Moreover, the crossing between the blue and purple lines in the bottom panel of
Fig. 4.10 is a consequence of the strong decrease of Δ near the critical tempera-
ture. In particular, at T = 0.3Δ0 and ℎ = 0.6Δ0, Δ ≈ 0.5Δ0.
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Figure 4.10: (top) Steady-state electronic temperature of the metallic is-
land between two �nite spin-split superconductors as a function of the
bias voltage V across the whole structure. (bottom) Optimum value of
the relative refrigeration e�ciency as a function of phonon tempera-
ture. Results are obtained for di�erent values of ℎ in a particular case
where Σ̃SS = Σ̃N .

4.3.3.3 SS-S’-SS structure

We �nally analyze the refrigeration of a superconducting island (S′) between
two spin-split superconducting electrodes (SS). The order parameter of the is-
land at zero temperature, Δ′

0
, is assumed to be smaller than the one of the spin-

split electrodes Δ0 at T = 0 and ℎ = 0.

As in previous cases, we assume two thin FI layers with opposite polarizations
connecting the island with the electrodes. The cooling power of the island is
given by Eq. (4.54), where instead of the normal metal DOS we write the usual
BCS one: �S′(�) = Re

[
(� + iΓ)/

√

(� + iΓ)
2
− Δ

′
2

]
, where Δ′ ≡ Δ

′
(TS′) is obtained

self-consistently.

We �rst show in Fig. 4.11 the results for Q̇S
′ in a single SS-FI-S’ junction, for

di�erent values of ℎ and Δ′
0

as a function of the voltage bias, V . The bath tem-
perature has been chosen as Tbatℎ = 0.2Δ0. Thus, for Δ′

0
= 0.2Δ0 (dotted blue
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Figure 4.11: Cooling power Q̇S
′ as a function of the applied voltage for

di�erent exchange �elds and order parameters Δ′
0
= Δ

′
(T = 0) of the

superconducting island. Tbath = 0.2Δ0 is set in all the plots.

curve in Fig. 4.11) the bath temperature is larger than the superconducting crit-
ical temperature of the island and, hence, this corresponds to a SS-FI-N junction
(cf. Fig. 4.6). For larger values of Δ′

0
, the island remains in the superconducting

state and its cooling power shows peaks at eV ≈ ℎ ± (Δ − Δ
′
) (Fig. 4.11), i.e. the

voltage for which the BCS-coherent peaks in the DOS of S’ and SS line up. At
these values Q̇ is logarithmically divergent in the absence of inelastic scattering
[222, 223]. A �nite Dynes parameter leads to a �nite height and broadening of
these peaks [256, 206].

Correspondingly, the electron refrigeration is highly enhanced at voltages
of those peaks, as shown in Fig. 4.12. In the calculations, we assume that the
SS electrodes are perfect reservoirs with electronic temperature equal to Tbatℎ.
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Figure 4.12: Steady-state temperatures in the island as a function of the
bias voltage for di�erent values of exchange �elds and superconducting
order parameters Δ′

0
. We set Tbath = 0.2Δ0, disregard heating of the elec-

trodes, and parametrize the qp-ph interaction in the island by ΣS′ = 300.

Moreover, in principle a temperature di�erence between the superconductors
may induce a phase-coherent heat current proportional to cos ', where ' is the
phase di�erence between the superconductors [257, 258]. This current, however,
is proportional to

√

1 − P
2 and hence vanishes in the case with perfect spin �lters

[259] considered here, P = ±1.
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4.4 Geometry optimization of a Josephson phase
battery

Up to this point in the thesis, we have only considered e�ects related to the
interplay between the superconducting correlations and Zeeman �elds. In this
section, we go one step further and add the �avour of spin-orbit coupling (SOC)
to the "cocktail". The interplay between superconductivity, magnetism and SOC
leads to magnetoelectric e�ects, such as the spin Hall e�ect [72, 73], the Edel-
stein e�ect [74, 75] or its inverse [76, 77], that can �nd a lot of applications.
Systems with such features can be realized as structures formed by a supercon-
ducting layer (S) on top of a ferromagnetic layer (F) that presents an interfacial
Rashba-like spin-orbit coupling (SOC) [59, 60] at its lower interface (see Fig. 4.13
below). The coexistence of SOC and magnetic exchange �eld, couples the sin-
glet and triplet components of the superconducting condensate that leaks from
the S wire via proximity e�ect, generating anomalous charge currents �owing
along the lower interface of F. If the triple product between the direction of the
Zeeman �eld, the symmetry axis of the Rashba SOC and the axial direction of
the wire is nonzero, the anomalous charge current �ows along the wire [84, 85].
When we restrict the wire to have a �nite length a superconducting phase dif-
ference, '0, is generated between the ends of the wire. This phase di�erence
creates a supercurrent, equal and opposite to the anomalous one, that accounts
for a net zero charge current �owing along the wire. When plugging such a de-
vice into a superconducting circuit, a supercurrent �ows along the circuit. Thus,
we know these devices as Josephson phase batteries [86, 87], in analogy to the
usual batteries used in common electronics.

In this section, we explore in detail such a device and focus on the optimization
of the '0 e�ect. As we �nd, in an in�nite system like the one shown in Fig. 4.13,
the supercurrent that counter-�ows the anomalous current mostly �ows along
the S layer because that is where the density of the superconducting conden-
sate is higher. This situation generates a distribution of the phase that is linear
in space and that, for typical experimental values of the parameters, yields to
very small '0 accumulations along lengths about the superconducting coherence
length, �0. Such accumulation can be greatly enhanced around regions where the
top S layer gets interrupted along a distance L [62, 86]. In those regions the su-
percurrent is restricted to �ow along the F wire, where the super�uid density is
much smaller. If L < �0, the anomalous current �owing along the SOC-active in-
terface does not change much. Consequently, in order to counteract the anoma-
lous current, the gradient of the phase has to increase a lot (in comparison with
the situation where the S layer is present). The accumulated phase across the
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interruption will depend on its size, the size of the lateral superconducting leads
and, more interestingly form an experimental point of view, the exchange �eld
in the F layer.

In this section, we explore the importance that the geometry has on the suc-
cessful realization of a phase battery. In Sec. 4.4.1 we introduce the model that
describe these type of devices. In Sec. 4.4.2, we calculate the phase accumulated
across a device without any interruption of the S layer, as the one shown in
Fig. 4.14. In Sec. 4.4.3, we study the phase di�erence between two equal-size S is-
lands, in terms of its size and the separation between them. Finally, in Sec. 4.4.3.1
we explore the possible enhancement of the phase accumulated across these
phase batteries by periodically interrupting the S layer along the wire.

4.4.1 The model and main equations

Let us consider a two-layer structure in the di�usive limit with lateral dimen-
sions much smaller than the superconducting coherence length, �0, like the one
shown in Fig. 4.13, below. The top layer is a superconducting (S) wire of width
dS , weakly coupled to a ferromagnetic metal (F) of width dF on the bottom that
presents a strong Rashba-like SOC concentrated in a narrow region of width dsc
around its lower interface. The wires extend along the x axis and it has a rect-
angular cross-section, where the stack is piled along the z axis and the width
of the wire along the y axis is w . In the following sections we study di�erent
con�gurations where the S wire in the top is interrupted in di�erent regions of
the space.

In the S layer, the imaginary-frequency Usadel equation that governs the qua-
siclassical GF in spin × Nambu space, ǧS ≡ ǧ(0 < z < dS), reads

)k̌ S

k
(r) +

�n

D
[
!�̂3 + Δ(r)e

i'(r)�̂3
�̂2, ǧ

S
(r)

]
= 0, (4.58)

where,

̌ S

k
(r) ≡ −�nǧ

S
(r))k ǧ

S
(r), (4.59)

is the bulk matrix current in the S wire, �n = �(0)De2/ℏ is the normal state Drude
conductivity for a single spin specie, with �(0) being the DOS at the Fermi level
and D being the di�usion coe�cient. Here, Δ(r) is the superconducting order
parameter, '(x) stands for the superconducting phase, ! is the imaginary en-
ergy, [⋅, ⋅] stands for the commutation operation and �̂1,2,3 are the Pauli matrices
spanning the Nambu space. In general, the superconducting order parameter
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equals Δ(r) = Δ in all the regions where the S wire is present and that the su-
perconducting phase can change. As usual, in Eq. (4.58) we sum over repeated
indices.

The weak coupling between the F and S layers generates small supercon-
ducting correlations in the F wire. Using the Usadel equation obtained in Refs.
[61, 63, 64] for systems with SOC and small superconducting correlations, we
can write the di�usion equation for the quasiclassical GFs in the F layer, ǧF (r) ≡
ǧ(−dF < z < 0), as follows:

)k̌ F

k
(r) +

�n

D
[
!�̂3 + iℎ�̂

y
�̂3, ǧ

F
(r)

]
= 0, (4.60)

where,

̌ F

k
(r) = −�nǧ

F
(r))k ǧ

F
(r) +

�sc(r)

2

�kja

{

�̂
a
, )j ǧ

F
(r)

}

, (4.61)

is the bulk matrix current in the F wire. Here, �̂ a are the Pauli matrices spanning
spin space, ℎ stands for the exchange �eld, which we consider to be homoge-
neous and pointing along the y direction, �sc(r) is the microscopic value of the
spin-to-charge conductance that accounts for the SOC in the interfacial region,
which equals �mic

sc
(r) = �

mic

sc
in a region of width dsc around the interface and

zero otherwise. The symbol �kja is the Levi-Civita or antisymmetric symbol and
{⋅, ⋅} stands for the anti-commutation operation.

The interface between the S and F wires is described by the Kuprianov-Lukichev
boundary conditions [135]:

̌ S

z

|
|
|z=0

= ̌ F

z

|
|
|z=0

= −

G□

2
[
ǧ
F
, ǧ

S

]
z=0

, (4.62)

where G□ is the conductance of the barrier between the S and F wires per unit of
area. This equation couples the quasiclassical GFs in the F layer with those in the
S layer. The condition for G□ in order to ful�ll the weak coupling requirement
will be discussed later in the text.

Using the bulk matrix current, we can calculate the charge current density
�owing along the k direction in each layer,

ej
S,F

k
(r) = �iT ∑

!n

1

4

Tr [�̂3̌ S,F

k
(r)] , (4.63)

where the trace runs over the spin × Nambu space, T is the temperature of the
system and !n = (2n + 1)�T are the Matsubara frequencies.

All the equations shown up to this point are written for the three-dimensional
space. In the following, we take advantage of the small lateral dimensions of the
structure to simplify the problem into a one-dimensional one.
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4.4.1.1 Quasi-1D formulation

Given that the lateral dimensions of the wire are much smaller than the super-
conducting coherence length, �0, one can assume that the quasiclassical GFs do
not change across the wires’ cross-section, i.e., that ǧS(r) = ǧ

S
(x) and ǧ

F
(r) =

ǧ
F
(x). In that case, we can integrate Eqs. (4.58) and (4.60) over the lateral dimen-

sions to obtain the following 1D Usadel equations:

�n)x(
ǧ
S
)x ǧ

S

)
+

G□

2dS
[
ǧ
F
, ǧ

S

]
−

�n

D
[
!�̂3 + Δe

i'�̂3
�̂2, ǧ

S

]
= 0, (4.64)

)x
(
�nǧ

F
)x ǧ

F
+

�sc

2dF

{

�̂
y
, ǧ

F

}

)
+

G□

2dF
[
ǧ
S
, ǧ

F

]
−

�n

D
[
!�̂3 + iℎ�̂

y
�̂3, ǧ

F

]
= 0,

(4.65)

where the term under the partial derivative, )x , are now the 1Dmatrix currents in
the wires. In obtaining these equations, we used that the matrix current normal
to the surfaces between the materials and the vacuum is zero at those surfaces.

The charge current �owing along the wires can be calculated from the 1D
current matrices in the 1D Usadel equations above, using the integrated version
of Eq. (4.63) across the cross section of the wires. This procedure results into a
current �owing along the S and F wires that reads

eJ
S
= −wdS�iT ∑

!n

�n

4

Tr [�̂3ǧS)x ǧS] , (4.66)

eJ
F
+ eJan =

− wdF�iT ∑

!n

�n

4

Tr [�̂3ǧF)x ǧF] − w�iT ∑

!n

�sc

8

Tr[�̂3{�̂y , ǧF}], (4.67)

respectively. In these equations, the term proportional to the trace of �̂3ǧ)x ǧ is
the usual di�usive current, and we label it as J S and J

F in the S and F wires,
respectively. In equilibrium, this term is proportional to the gradient of the su-
perconducting phase, )x', which let us identify it as a supercurrent.

In the superconducting wire, the supercurrent J S is the only term that con-
tributes to the current, Eq. (4.66). In the F wire, by contrast, there is one extra
contribution to the current [Eq. (4.67)]: the anomalous current, Jan. The micro-
scopic origin of this term, as explained in Ref. [85], has to do with the continuity
condition of the current. The interplay between the SOC and exchange �eld at
the bottom interface of the F region generates a microscopic current along the
z direction [see ̌ F

k
in Eq. (4.61)] that, as it cannot leak into the vacuum, bends
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S
F

SOC
Figure 4.13: Pictorial representation of the base quasi-1D heterostruc-

ture studied in this section. A superconducting layer (S) of width dS is
grown on top of a ferromagnetic one (F) of width dF , whose bottom
interface presents strong spin-orbit coupling (SOC) over a small width
dsc ≪ ds , dF . The interplay between the superconducting correlations,
the exchange �eld and the SOC generates an anomalous charge cur-
rent Jan (blue arrow) that �ows along the bottom interface. To get a net
charge current �owing along the wire, a phase gradient appears in the
superconductor that generates a counter-�owing supercurrents both in
S (light red arrow) and, via proximity e�ect, F (dark red arrow), J S and
J
F , respectively. Because we assume that the S and F layers are weakly

coupled, then J S ≫ J
F .

into the x direction. This generates a current Jan localized at the lower boundary
of F, where the interfacial SOC is present.

In a �nite system, the total charge current �owing through any cross-section
of the full structure must be zero, i.e.,

J
S
(x) + J

F
(x) + Jan(x) = 0. (4.68)

This means that, when the interplay between SOC and the exchange �eld gener-
ates an anomalous current, Jan ≠ 0, a counter�owing supercurrent is generated
such that Eq. (4.68) holds, as shown in Fig. 4.13. The generation of such super-
current implies a space-dependent phase, ', which may result into a phase accu-
mulation between the edges of the wire. Because the supercurrent is greater in
those places where the superconducting condensate is stronger, most of it �ows
along the S wire, as indicated in Fig. 4.13. Moreover, the supercurrent is propor-
tional to )x' and, therefore, from direct inspection of Eqs. (4.66) and (4.67) one
would expect that dS)x' ∼ �sc/�n (we discuss this in more detail in Sec. 4.4.2).
In known materials, �sc/�n ≪ 1 [85, 86] and, consequently, the superconducting
phase changes very slowly. In several works on spin-Hall e�ect the ratio that
we use here is known as the spin-Hall angle, and they label it as � = �sc/�n.

In the following, we develop a method to solve the problem stated in this
section for an arbitrary distribution of the top S wire. In doing so, we take ad-
vantage of the weak coupling between the S and F wires to linearize the 1D
Usadel equation in F, Eq. (4.65).
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4.4.1.2 General solution to the linearized problem

In previous sections we have stated that the interface between the S and F layers
is resistive, which causes very weak leakage of the superconducting condensate
into the ferromagnetic region. In the language of the quasiclassical GFs, such
weak coupling means that the Nambu structure of ǧF can be written as follows:

ǧ
F
(x) ≈

(

sign(!) ̂
f (x)

̂
f
∗
(x) −sign(!) )

, (4.69)

where |
̂
f (x)| ≪ 1. The anomalous GF in Eq. (4.69) is a 2×2 matrix in spin space

with the following parametrization

̂
f (x) = fs(x) + isign(!)ft(x)�̂y . (4.70)

Here, we know fs and ft as the singlet and triplet components of the anomalous
GFs in the F wire, respectively.

Taking this in mind, we now solve the 1D Usadel equation in the S wire,
Eq. (4.64). Up to zeroth order in the anomalous component of ǧF , we obtain that
the quasiclassical GF in the superconducting layer has trivial structure in spin
space and reads,

ǧ
S
(x) =

(

g
S
(x) −if

S
(x)e

i'(x)

if
S
(x)e

−i'(x)
−g

S
(x) )

, (4.71)

where

g
S
(x) =

! +
DG□

2�ndS

sign(!)
√

(! +
DG□

2�ndS

sign(!))
2

+ Δ
2

, (4.72)

f
S
(x) =

Δ

√

(! +
DG□

2�ndS

sign(!))
2

+ Δ
2

. (4.73)

To obtain these results we neglected terms proportional to )2
x
' because, as dis-

cussed above, the spatial change of the superconducting phase is very slow. In
the very weak-coupling limit where DG□/2�ndS ≪ Δ, the components of the GF
in Eqs. (4.72) and (4.73) are approximately the BCS ones. In the following section
we will see that this is indeed the case for situations where dS ∼ dF and ℎ ∼ Δ.

In addition, we substitute the parametrization of ǧF in Eqs. (4.69) and (4.70)
into the 1D Usadel equation, Eq. (4.65). Up to �rst order in fs and ft , we obtain the
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following system of equations for the di�erent components of the quasiclassical
GF:

⎧
⎪
⎪
⎪

⎨
⎪
⎪
⎪
⎩

(
)xx − �

2

!)
fs(x) + (

�
2

ℎ
+ 2i�sc)x)

ft(x) = −i
G□

�ndF

f
S
(x)e

i'(x)

−
(
�
2

ℎ
+ 2i�sc)x)

fs(x) + (
)xx − �

2

!)
ft(x) = 0

. (4.74)

These are the linearized Usadel equations in the F region. Here, we de�ne the
inverse lengths �2

!
≡ 2|!|/D, �2

ℎ
≡ 2ℎ/D and �sc ≡ �sc/2dF�n and f S(x) equals the

anomalous GF of the S wire, Eq. (4.73), in those x values where the top S layer
is present and zero otherwise.

The charge currents �owing along the S and F wires, Eqs. (4.66) and (4.67), in
the linearized problem respectively read,

eJ
S
= −wdS

enS(x)

2m

)x'(x), (4.75)

eJ
F
= −wdF�iT

�n

2

∑

!n

[
fs)xf

∗

s
− ft)xf

∗

t
− c.c.

]
, (4.76)

eJan = wdF�iT

�n

2

∑

!n

[
2i�scfsf

∗

t
− c.c.

]
. (4.77)

where nS(x) is the super�uid density [119] in the S layer de�ned as [Eq. (2.63)]:

enS(x)

2m

≡ �n�T ∑

!n

[f
S
(x)]

2

= �n

�Δ

4 [

tanh
(

Δ +
DG□

2�ndS

2T )
+ tanh

(

Δ −
DG□

2�ndS

2T )]

. (4.78)

Note that the expression under the summation sign in Eq. (4.76) is purely imag-
inary, which makes J F a purely real quantity. To obtain this expression one has
to consider the normalization condition of ǧF .

In this section, we have stated the problem and we have obtained the expres-
sions for the quasiclassical GFs in the S layer [Eqs. (4.71)–(4.73)], the system of
equations from which the components of the quasiclassical GFs in the F wire can
be obtained [Eqs. (4.74)] and the expressions for the current [Eqs. (4.75)–(4.78)].
In the following sections, we solve the problem for di�erent con�gurations of
the structure and discuss in each case the anomalous phase.
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4.4.2 Homogeneous con�guration

In this section, we consider a homogeneous S/F quasi-1D heterostructure of
length L and with interfacial SOC at the bottom of the ferromagnetic layer, as the
one shown in Fig. 4.13, and we estimate the phase accumulated along the wire
for reasonable experimental values of the magnitudes involved in the problem.

Disregarding the edge e�ects at the ends of the wire, continuity of the charge
current imposes the superconducting phase to ful�ll a Laplace equation, )2

x
' = 0,

i.e., that the phase is linear in x . Therefore, the solution to the linearized Usadel
equation in the F wire, Eq. (4.74), reads

fs(x) ≈ i

G□

�ndF

�
2

!

�
4

!
+ �

4

ℎ

f
S
e
i'(x)

, (4.79)

ft(x) ≈ −i

G□

�ndF

�
2

ℎ

�
4

!
+ �

4

ℎ

f
S
e
i'(x)

, (4.80)

up to �rst order in �sc ∼ )x'. The weak-coupling condition between the S and F
wires that possibilities all the analysis carried here requires the absolute value
of the prefactor multiplying f Sei' in the expressions of Eqs. (4.79) and (4.80) to
be much smaller than one. Assuming that ℎ ∼ Δ, this condition coincides with
the one discussed below Eqs. (4.72) and (4.73), after substitution of dS with dF ,
namely, that DG□/2�ndFΔ ≪ 1.

Thus, the supercurrent �owing along the F wire, Eq. (4.76), reads

eJ
F
= −wdF

enF

2m

)x'(x), (4.81)

where the super�uid density in the F layer is de�ned as

enF

2m

≡ �n�T
(
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�ndF
)

2

∑
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− �

4

ℎ

(�
4
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+ �

4

ℎ
)
2
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S

)

2

≪

enS

2m

. (4.82)

Finally, the anomalous current �owing along the lower interface of the F wire
reads

eJan = w�T�sc
(

G□

�ndF
)

2

∑

!n

�
2

!
�
2

ℎ

(�
4

!
+ �

4

ℎ
)
2
(f

S

)

2

. (4.83)

These expressions of the currents, together with the zero total current condition,
J
S
+ J

F
+ Jan, provides us with an expression for the derivative of the phase that
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Δ0 D �n �sc dS dF T

150 �eV 13 eV ⋅ nm
2

2 × 10
5
S/cm 50 S/cm 2 nm 2 nm 25 mK

Table 4.1: Value of the parameters used in all the numerical calculations
of this section, Sec. 4.4, unless otherwise indicated. The values of Δ0,
D, �sc and �sc are taken from Ref. [86]. These values result into an es-
timated di�usive superconducting coherence length of �0 =

√

D/Δ0 ≈

300 nm.
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tanh
Δ

2T

�sc , (4.84)

where to obtain the expression in the second line we neglected the proximity
e�ect in nS [the term summed to Δ in the hyperbolic tangents in Eq. (4.78)] and
used that nS ≫ nF . Both approximations are justi�ed because of the small cou-
pling between the S and F layers. Consequently, the phase accumulated across
the wire of length L is given by the following expression:

Δ' = )x'L ≈

[

4

G
2

□

�
2

n
dSdF

∑
!n

�
2

!
�
2

ℎ

(�
4

!
+�

4

ℎ
)
2 (f

S

)

2

tanh
Δ

2T
]

�scL. (4.85)

Here, the expression multiplying L in the r.h.s. is the phase gradient and for
ℎ ∼ Δ it is expected to be of the order of )x' ∼

G
2

□
D
2

�
2

n
Δ
2
dSdF

�sc . Because the weak-
coupling between the S and F layers condition reads (G□D)(2�nΔdF ) ≪ 1, in
systems with similar widths of the S and F layers the gradient of the phase ful�lls
)x'/�sc ≪ 1.

In Fig. 4.14, we show the dependence of the superconducting phase gradient,
)x', in terms of the exchange �eld in the F layer, ℎ, for the parameter values
shown in Table 4.1 and a weak coupling between the S and F layers mediated by
the conductance per unit of area G□

�n

= 0.1
2dFΔ

D
≈ 4.5 �m

−1. In Table 4.1, we take
the values of Δ0, D, �n and �sc from the estimations obtained by the authors of
Ref. [86] for a similar structure. Although in that particular work the SOC was
generated by embedded impurities in the bulk of the wire, other experiments on
spintronic e�ects with layered materials showing interfacial SOC show similar
values of �sc [260, 85, 86]. The superconducting coherence length resulting from
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Figure 4.14: Gradient of the superconducting phase, )x' [Eq. (4.85)], in
terms of the exchange �eld in the F layer, ℎ, for the con�guration shown
in Fig. 4.13. We take the values of the parameters shown in Tab. 4.1
and a coupling between the F and S layers mediated by G□

�n

= 0.1
2dFΔ

D
≈

4500m
−1. In order to obtain a phase di�erence ofΔ' ∼ 1, the wire should

have a length L ∼ 50 �m, which exceeds �0 by an order of magnitude.

this values in the di�usive wire is �0 ∼
√

D/Δ0 ≈ 300 nm. We choose this value as
the maximum length of our phase battery, as in longer wires phase decoherence
suppresses the Josephson coupling.

The results shown for )x' in Fig. 4.14 suggest that, to obtain phase di�erences
of the order of Δ' ∼ 1 between the ends of the wire, the length of the phase
battery should be of L ∼ 50 �m ≫ �0. Thus, the structure shown in Fig. 4.13 is
not a suitable geometry for a phase battery. The high super�uid density in the
superconductor, nS [Eq. (4.78)], permits the generation of a supercurrent equal
in magnitude and opposite to the anomalous current with a small value of )x'
[see Eq. (4.75)]. Because in the F layer the super�uid density induced from the
S layer is much smaller than in the latter, nF ≪ nS , we expect that the gradient
of the phase would greatly increase if the superconducting layer is interrupted
along a region. This is considered in the next section.

4.4.3 Two island con�guration

In the previous section, we have seen that the phase accumulation in a quasi-1D
structure consisting on a S layer weakly coupled to a F layer with super�cial
SOC is too small. In that case, the obtained expression for )x' shows a common
denominator proportional to nS+nF [see the �rst line in Eq. (4.84)], where nS and
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F

S

Figure 4.15: Sketch of the two-island con�guration studied in Sec. 4.4.3,
where two S islands of width W are separated by a gap of length L. The
green roman numbers below the x axis are the labels of the di�erent
regions in which we split the space (see the text for more information).
The red arrow is a pictorial representation of the charge current pro�les
�owing along the structure. In the regions with S islands are present,
the supercurrent that counter-�ows Jan mainly �ows along the S layer,
resulting into a negligible phase accumulation. In the region between
the islands, however, the supercurrent can only �ow along the F wire
that, due to the weak coupling between the S and F layers, generates a
big phase gradient. This results into a phase di�erence '0 between the
borders of the interruption.

nF are the super�uid densities in the S and F layers, respectively. Because nS ≫ nF ,
one expects that if interrupting the top S layer along a given distance, L, would
highly increase the accumulated phase across the interruption (due to the fact
that nS = 0 in that region). In Ref. [63], the authors exploited this idea to calculate
the jump in the superconducting phase happening across an interruption of the
S layer in an otherwise in�nite system. They predicted non-negligible phase
accumulation across the borders of the interruption for reasonable values of L.
In Ref. [86], an experimental realization of such a system con�rmed a sizable
accumulation of phase across an interruption of ∼ 100nm.

In this section, we study the slightly di�erent con�guration shown in Fig. 4.15.
It consists on an in�nite F layer of width dF and with interfacial SOC at the
bottom, weakly coupled to two overlying superconducting island of equal width,
W , and separated by a distance L. In the upcoming analysis, we split the space
along the x direction in the �ve regions indicated in Fig. 4.15. These regions
correspond to (I ) −L/2 < x < L/2, (II ) L/2 < x < L/2 + W , (III ) L/2 + W < x , and
the primed regions, (II ’) and (III ’), that are related to the non-primed ones, (II )
and (III ), after x → −x substitution.

In the regions II and II’, the top superconducting layer is present and, hence,
the superconducting phase is well de�ned. Due to symmetry considerations, we
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impose that

'(x) =

{

−'0/2 + �'(x) in region I I ′

'0/2 + �'(x) in region I I
, (4.86)

where �'(x) is a small correction to '0, as we expect from the discussion at
the beginning of this section. The symmetry of the system allows us to �nd an
odd solution for the superconducting phase that ful�lls '(−x) = −'(x). We can
gauge out this correction to the phase from the 1D Usadel equation in the F
layer, Eq. (4.74), by explicitly writing it in the singlet and triplet components of
the quasiclassical GF, fs(x) = ̃

fs(x)e
i�'(x) and ft(x) = ̃

ft(x)e
i�'(x), and then neglect-

ing the )x�' terms from the Usadel equation. This process allows us to write
Eq. (4.74) in the following way:

{

()x + �sc)
2 ̃
f+ − q

2 ̃
f+ = S̃(x)

()x − �sc)
2 ̃
f− − (q

∗
)
2 ̃
f− = S̃(x)

, (4.87)

where,

S̃(x) = −i

G□

�ndF

f
S

{

e
i'0/2

[�(x − L/2) − �(x − L/2 − W)]

+ e
−i'0/2

[�(−x − L/2) − �(−x − L/2 − W)]

}

. (4.88)

is the inhomogeneous part of the system of di�erential equations and f S is the
anomalous GF in the S layer, shown in Eq. (4.73). To obtain Eq. (4.87), we de�ned
the plus and minus components of the anomalous GF in the ferromagnet as

f+ ≡ fs + ift , (4.89)

f− ≡ fs − ift , (4.90)

and the inverse length:

q ≡

√

�
2

!
+ �

2

sc
+ i�

2

ℎ
. (4.91)

In Eq. (4.87) the system of equations is already decoupled. Thus, we can solve it
for f+(x) and, then, directly obtain the expression for f−(x) by making the substi-
tutions �sc → −�sc and q → q

∗. We �rst solve the resolvent6 of the di�erential
equation for f+,

[()x + �sc)
2
− q

2

]K+(x − x
′
) = �(x − x

′
), (4.92)

6Here, we use the term resolvent instead of Green’s function to avoid misunderstandings with
the GFs that we have been working with all along this thesis.
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that reads,

K+(x − x
′
) = −

e
−q|x−x

′
|
e
−�sc (x−x

′
)

2q

, (4.93)

in terms of which we can obtain the plus component of the GF by computing
the following integral:

f+(x) = ∫

∞

−∞

dx
′
K+(x − x

′
)S(x

′
). (4.94)

From the relation between the �rst and second di�erential equation in Eq. (4.87)
it follows that

K−(x − x
′
) = −

e
−q

∗
|x−x

′
|
e
�sc (x−x

′
)

2q

. (4.95)

f−(x) can be computed in the same way as Eq. (4.94), i.e., f−(x) = ∫
∞

−∞
dx

′
K−(x −

x
′
)S(x

′
).

In terms of the new de�ned components, f+ and f− in Eqs. (4.89) and (4.90), the
sum of the supercurrent �owing along the F wire and the anomalous current
�owing along the interface with strong SOC compactly reads:

eJ
F
+ eJan = wdF�T�n

1

2

∑

!n

Im [f+()x − �sc)f
∗

−
+ f−()x + �sc)f

∗

+
] . (4.96)

In the following sections, we use Eqs. (4.93)–(4.95) to calculate f+ and f− in
each one of the regions I, II and III. We then calculate the total current �owing
through the cross section of the structure using Eq. (4.96) [and Eq. (4.75), when
necessary]. Continuity of the current requires the net current �owing through
the cross-section of the structure at any x position to be zero. Therefore, wecan
�nd the value of the phase jump, '0, occurring between the superconducting is-
lands, , and the evolution of the phase in the regions where the S wire is present,
�'(x).
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Region I : the phase jump, '0

In the region between the islands, |x| < L/2, the integral shown in Eq. (4.94)
results into

f+(x) = i

G□f
S

�nqdF [

e
−i'0/2

e
−(q+�sc )(L+W )/2

sinh
(q+�sc )W

2

q + �sc
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e
i'0/2

e
−(q−�sc )(L+W )/2

sinh
(q−�sc )W

2

q − �sc

e
(q−�sc )x

]

. (4.97)

The expression for f−(x) can be obtained from the equation above, after making
the following substitutions: �sc → −�sc and q → q

∗.

As in this region there is no S wire, the total current �owing along the struc-
ture at x = 0 reads:

eJ
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. (4.98)

Therefore, to obtain the zero current condition expression under the summation
symbol has to be purely real. Inserting the summation into the imaginary-part
function and taking ei'0 as a common factor, one immediately sees that there is
no current �owing across the interruption when,

'0 = − arctan
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(4.99)

In Fig. 4.16, we show the phase accumulated across the interruption, Eq. (4.99),
in terms of the exchange �eld in the F layer, for a �xed separation between the
S islands of L = 100 nm and di�erent widths of the islands, W (di�erent lines
withing each panel). The values of the remaining parameters are those shown in
Tab. 4.1. The left and right panels di�er in the range of values of ℎ. As it is shown
in the �gure, increasing ℎ increases the phase, '0, slowly (see the right panel of
the �gure) up to a point where its value rapidly changes from '0 ≈ 0 to '0 ≈ � .
The position of the transitions shifts towards lower values of ℎ with increasing
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Figure 4.16: Phase accumulated across the interruption, '0 [Eq. (4.99)],
in terms of the exchange �eld in F, ℎ for di�erent widths of the islands,
W , and a �xed separation between the S regions of L = 100 nm. The
value of the remaining parameters are those shown in Table 4.1.

W . Further increase of ℎ (beyond the limits shown in the left panel of Fig. 4.16)
shows more transitions where the value of ' approximately increases by � . The
sharp shape of the transitions shown in Fig. 4.16 make it di�cult to use these
devices as phase batteries, because a very �ne tuning of ℎ is required to obtain a
value of '0 that would generate a sizable Josephson current in a superconducting
circuit, i.e., that | cos '0| ≪ 1. This problem could be overcome by increasing
strength of the interfacial SOC (i.e., by increasing �sc), as that would soften the
transitions.

In Fig. 4.17, we show the phase accumulated across the interruption, '0, in
terms of the separation between the S islands, L, for a �xed value of the exchange
�eld in the F layer of ℎ = 5Δ0 and di�erent island sizes, W (di�erent lines within
each panel). The remaining parameters are chosen according to Table 4.1. As
shown in the inset, at L → 0, the accumulated phase presents a small but non-
zero value that monotonically increases with L. The value of the limL→0 '0 gets
bigger with wider superconducting islands. In a similar way as it happened with
the dependence of '0 with ℎ in Fig. 4.16, the dependence of '0 with L is similar
to a staircase. The value of the accumulated phase approximately changes by
� is a small range of L values, whereas in the remaining values of L it barely
changes. The position these transitions happen shift towards lower values of
L with increasing width of the islands, W . The transition can be smoothed by
increasing the value of �sc .
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Figure 4.17: Phase accumulated across the interruption, '0 [Eq. (4.99)],
in terms of the separation between the S islands, L, for di�erent widths,
W , in the con�guration shown in Fig. 4.15. We �x a value of ℎ = 5Δ0
and set the value of the remaining parameters according to Table 4.1.
The inset shows a zoom of the area indicated with the small dashed red
rectangle.

Region II : the evolution of the phase, �'(x)

Below the superconducting island, L/2 < x < L/2 + W , the gauge-transformed
plus component of the GF in the F wire reads,

̃
f+(x) = i

G□f
S

2�nqdF

{

[
e
−i'0/2

e
−(q+�sc )L/2

(1 − e
−(q+�sc )W

) − e
i'0/2

e
(q+�sc )L/2

]

e
−(q+�sc )x

q + �sc

− e
i'0/2

e
−(q−�sc )(W+L/2)

e
(q−�sc )x

q − �sc

+

2qe
i'0/2

(q − �sc)(q + �sc)

}

.

(4.100)

As usual, the expression for f−(x) is obtained from this one after the substitu-
tions: �sc → −�sc and q → q

∗. In this case, the full expression of the current
�owing along the F wire is quite complicated.

From conservation of the current it follows that the zero-current conditions
holds all along x , J S(x) + J F (x) + Jan(x) = 0. Recalling the gauge transformation
that we made to f+ and f− before Eq. (4.87), the correction to the superconducting
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phase '0 in Eq. (4.86) that ensures such absence of current reads,

�'(x) =

dF

2
∫
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̃
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̃
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′
)
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e(dSnS + dFnF (x
′
))/2m
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(4.101)

where nS is the super�uid density in the S layer given in Eq. (4.78) and the super-
�uid density in the F wire in terms of f+ and f− reads,

enF (x)

2m

≡ ∑

!n

Re
[
f+(x)f

∗

−
(x)

]
. (4.102)

Due to the weak coupling between the S and F layers, the superconducting con-
densate is much more dense in the superconductor, i.e., nS ≫ nF . This allows us
to neglect the nF (x ′) term in the denominator of Eq. (4.101). Thus, the correction
to the phase for ℎ ∼ Δ is, roughly, of the order of �'(x) ∼ G

2

□
D
2

�
2

n
Δ
2
d
2

F

�scW , which coin-
cides with the estimated magnitude of the phase accumulated in an equal-length
structure without interruption of the S layer, studied in Sec. 4.4.2. According to
the results of that section, the correction to the phase along a S island of width
W ≤ �0 is negligible, �'(L/2 + W) ≪ 1, which is con�rmed from numeric calcu-
lation of Eq. (4.101). This result suggests that in a periodic arrangement of these
islands, the total phase accumulated along the quasi-1D structure is equal to the
sum of the accumulated phase at each one of the interruptions. We present a
preliminary study of these system in Sec. 4.4.3.1.

Region III : a consistency check

At the external parts of the structure, x > L/2 + W , the plus component of the
GF in the F wire reads,

f+(x) = i

G□
̃
f
S

�ndF

e
−(q+�sc )x

sinh
(q+�sc )W

2

q(q + �sc)
[e

−i'0/2
e
−(q+�sc )(L+W )/2

+ e
i'0/2

e
(q+�sc )(L+W )/2

] .

(4.103)

Substituting �sc and q with −�sc and q
∗, respectively, we would obtain the ex-

pression for f−. From these expressions one can easily check that

Im
[
f+()x − �sc)f

∗

−
+ f−()x + �sc)f

∗

+]
= 0. (4.104)

Therefore, there is no current �owing along the section III (and, hence, there is
no current in region III’ either). This result serve as a consistency check for the
analysis carried in the whole section.
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S
F
SOC

Figure 4.18: An array of Nislands superconducting islands of width W and
separated by a distance Lgap on top a F layer whose with SOC at the
bottom interface. The total length of the wire is Lwire . Through each of
the interruptions between consecutive islands a superconducting phase
'0 is accumulated, which results into a total phase accumulation along
the wire of 'wire

0
≈ (Nislands − 1)'0.

4.4.3.1 Concatenation of many islands

In previos sections we calculated the phase di�erence, '0, between two S islands
of widthW and separated by a distance L on top of a F wire with interfacial SOC
on the opposite surface, Eq. (4.99). We found that the value of '0 increases with
increasing values of W , L and the exchange �eld in the F layer, ℎ. As seen in
the inset of Fig. 4.17, for ℎ ≠ 0,the phase di�erence between the islands is �nite
even at L → 0. This, suggests that the phase accumulated between the ends of
a phase battery of �xed length may be enhanced by increasing the number of S
islands laying in-between.

Let us consider a structure like the one shown in Fig. 4.18. It consists of an
array ofNislands superconducting islands of widthW and separated by a distance
Lgap on top a the F with interfacial SOC. The total length of the phase battery
reads,

Lwire = NislandsW + (Nislands − 1)Lgap . (4.105)

Because according to the discussion below Eq. (4.102), the change of the su-
perconducting phase within each islands remain almost constant, the total phase
accumulated across the phase battery, 'wire

0
, equals the sum of the phase jumps

at each interruption. Here, we assume that the accumulated phase between each
pair of subsequent S islands is equal, and we approximate it by its value in the
isolated two-island con�guration, '0. Therefore, the phase di�erence between
the ends of the wire reads,

'
wire

0
≈ (Nislands − 1)'0, (4.106)
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Figure 4.19: Total phase accumulated across the structure in Fig. 4.18 in
terms of the number of islands, N , for di�ereng values of the exchange
�eld in the F layer, ℎ [Eq. (4.106)]. The total length of the structure is
Lwire = 3 �m and the separation between islands equals (a) Lgap = 1 nm
and (b) Lgap = 50nm. The rest of parameters are �xed according to
Tab. 4.1.

where '0 is given by Eq. (4.99). In Fig. 4.19 we show the value of 'wire
0

in terms
of the number of islands, Nislands , for di�erent values of the exchange �eld in
the F layer, ℎ. The total length of the structure is Lwire = 3 �m and we set the
separation between the islands to Lgap = 1nm and Lgap = 50nm in Fig. 4.19a and
Fig. 4.19b, respectively. For other parameters we use the values in Table 4.1. For
�xed values of Lwire and Lgap , the increase of Nislands involves decreasing the size
of the islands, W , which results in the nonmonotonic dependence of Eq. (4.106)
with Nislands shown in Fig. 4.19.

The phase di�erence between the ends of the wire increases with increasing
ℎ and it has a maximum at a given number of islands that, for the cases shown in
Fig. 4.19, lays around �ve to ten islands. The position and value of the maximum
'
wire

0
(Nislands) depends on both ℎ and the size of the gap between the islands, Lgap .

In any case, the interruption of the S-wire always enhances the phase battery
capability of the device in comparison to the non-interrupted situation,Nislands =

1. In the cases shown in Fig. 4.19, the value of 'wire
0

for the optimum value of
Nislands is around �ve times larger than 'wire

0
for Nislands = 1.

The results presented in Fig. 4.19 are obtained under the assumption that the
phase accumulated between every two consecutive islands is given by Eq. (4.99).
Therefore, these results should be taken as what they are: a prediction about
the potential of a system with the geometry shown in Fig. 4.18 to be used as
a Josephson phase battery. Such prediction motivates future research to obtain
the phase di�erence between the borders of each gap following the same method
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Chapter 4. S/FI hybrid systems: Fundamentals and applications

developed in Sec. 4.4.3. Speci�cally, it would be interesting to slightly modify the
geometry of the system to consider semi-in�nite S islands at the ends of the wire
that would serve as the "battery terminals".

It is important to emphasize that all results in Sec. 4.4 are obtained without
taking into account spin-relaxation processes due to the SOC [the Σso term in the
Usadel equation, Eq. (2.50) or Eq. (4.6)]. This approximation allowed us to obtain
analytic expressions of the GFs, not possible in other case. Including a Σso ≠ 0
term in the Usadel equation, Eq. (4.60), decreases the spin polarization caused by
the exchange �eld [31, 32, 215], which ultimately decreases the phase di�erence
between the battery terminals. Thus, the '0 values obtained in this section are
the upper bound in a best-case scenario. The e�ect of such relaxation terms can
be considered by including them into the Usadel equation in the superconductor,
Eq. (4.64), and obtaining numerical solution of the GFs, ğS , in the same way we
did in Sec. 4.2.
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Chapter 5

Summary and Conclusions

In this thesis, we studied the interplay between superconducting correlations
and spin-dependent �elds in di�erent heterostructures. The di�erent hybrid sys-
tems that we considered all along the thesis can be classi�ed into two groups,
which form Chapter 3 and Chapter 4, respectively. In Chapter 3 we focus on
quasi-one-dimensional (quasi-1D) superconducting systems with magnetic im-
purities in the ballistic limit and study their spectral properties. By contrast, in
Chapter 4 we explore layered systems, where the proximity e�ect between dif-
ferent superconducting (S), ferromagnetic (F), metallic (N), etc., stacked �lms
provides the device with unique properties that make them suitable for various
applications. In what follows, we provide a summary of the main conclusions of
the thesis.

In Sec. 3.1, we demonstrate that the total spin of a superconducting system in
presence of a collinear spin-dependent �eld undergoes integer jumps in units of
ℏ/2 associated with the clsoing of the superconducting gap. The spin-dependent
�eld may describe magnetic impurities in a superconductor or homogeneous
exchange �elds, and the gap closure can be caused by zero-energy crossings of
bound states. We present two alternative demonstrations of such behavior of the
spin polarization: the �rst one (Sec. 3.1.1) in the form of a generalized Friedel sum
rule, and the second one (Sec. 3.1.2) in terms of the spectral asymmetry index, a
quantity used in topology, quantum �eld theory and condensed matter physics.
In this thesis, we used these two relations only in (quasi-)1D systems. However,
both demonstrations are general and also apply for 3D systems.

In Sec. 3.2, we present a complete study of equilibrium properties of a su-
perconducting wire with a magnetic defect. We derive a general expression,
Eq. (3.18), that determines the full subgap spectrum provided that the T-matrix
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of the F region in the normal state is known. Speci�cally, we analyze the spec-
trum of a one-dimensional ballistic SFS Josephson with a F region smaller than
the superconducting coherence length but arbitrary strength of the exchange
�eld. Our theoretical analysis bridges nicely two previously disconnected lim-
iting cases: the Yu-Shiba-Rusinov (YSR) and the semiclassical ones. We demon-
strate that the quantum phase transition predicted by the YSR model can be also
found for SFS junctions of �nite length, L. Such phase transitions are associ-
ated not only to the integer jumps of the total spin described by the generalized
Friedel sum rule that we derived in Sec. 3.1.1, but also to a change of the sign
of the supercurrent. To obtain a more realistic description of an impurity in a
superconductor, further research can be done in extending this model to higher
dimensions and/or weak disorder in the media.

In Sec. 3.3, we introduce the concept of quasi-1D helical Andreev crystals
(ACs), i.e. a periodic arrangement of semiclassical magnetic regions separated
by a constant distance, a, where the strength of the exchange �eld of the semi-
classical impurities is given by the magnetic phase, Φ, and its direction rotates a
constant angle 2� between consecutive regions. In Sec. 3.3.2, we present a full
analysis of the spectral properties of these quasi-1D helical ACs and junctions
between them when the separation between the impurities is much larger than
the superconducting coherence length, a ≫ �0. For energies within the super-
conducting gap, the spectrum of helical ACs exhibits a pair of energy-symmetric
Andreev bands with respect to the Fermi level. In ferromagnetic ACs (sin � = 0)
the gap between the Andreev bands closes in a �nite range of Φ values around
half-integer values of Φ/� (See Fig. 3.6 for the meaning of � and Φ). The range of
Φ values for which the gap remains closed increases with decreasing separation
between impurities, a. Otherwise, sin � ≠ 0, the gap closes only at half-integer
values of Φ/� , forming a Dirac point. Inverted junctions of helical ACs may
present a pair of states bounded to the interface. These states (always) never ap-
pear in inverted junctions of (anti)ferromagnetic ACs, whereas they more likely
appear as the rotation of the ACs forming the inverted junction approaches an
antiferromagnetic con�guration (i.e., with decreasing value of | cos �|).

In Sec. 3.3.3, we go beyond the tight-binding up to �rst neighbours approxima-
tion considered in the previous section and show a method to solve the Eilen-
berger equation of in�nite and junctions between semi-in�nite ACs. Because
(anti-)ferromagnetic ACs best exemplify the (existence) absence of interfacial
states in inverted junctions between them, we apply this method to compute
the full quasiclassical GFs of chains and junctions with collinear magnetization
of the impurities. Our calculations are exact and generalizes the results of the
previous sections for arbitrary distance between the impurities, namely, that
the gap around the Fermi level in antiferromagnetic ACs only closes at half-
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integer values of Φ/� and that junctions between di�erent antiferromagnetic
ACs exhibit states bounded to the interface when the gap gets inverted through
the junction. From the quasiclassical GFs we calculate the surface spin polariza-
tion and demonstrate that such inverted junctions show fractionalization of the
surface spin. The method that we present to solve the Eilenberger equation of
collinear ACs and junctions between them can be generalized for more complex
magnetic con�gurations.

Overall, the results shown in Sec. 3.3 suggest the use of superconductor–
ferromagnetic structures to realize crystals of a mesoscopic scale. We predict
a diversity of properties of such ACs, as gap inversion and edge states, that can
be proved by state-of-the-art spectroscopic techniques. Given the ballistic na-
ture of the studied system, experimental observation of the predicted properties
requires the use of clean materials where the mean free path is larger than the
superconducting coherence length, � > �0. The spectrum and, in particular, the
bound states formed at the interface between two ACs can be measured by a
local tunneling probe. With magnetic probes one may also determine the spin-
polarization of such states. Future works may explore the extension of these
ACs to higher dimensions and the e�ect that weak disorder has on the obtained
results.

In Sec. 4.1, we introduce the theoretical model used in the study bilayers be-
tween a superconductor (S) and a ferromagnetic insulator (FI). The spin-dependent
scattering at the S/FI interface leads to an e�ective exchange �eld in the S, which
shows as a spin splitting in the superconducting density of states (DOS). When
the FI is used as a tunneling barrier between two electrodes, its spin polarization
makes it an e�ective spin-�lter of the current. In addition to these two e�ects, we
include the e�ect of SOC, spin-�ipping events and orbital depairing processes,
and provide a complete model for the description of real systems. This model
is used in some other sections of this thesis to accurately describe experimental
data on devices with S/FI heterostructures.

In Sec. 4.2, we present an exhaustive analysis of tunnel junctions between
spin-split superconductors coupled via a spin-polarized barrier. With the help
of the theoretical model developed in the previous section, we compute the
spectral properties of the S/FI electrodes and determine the current through a
FI/S/I/FI/I/S/FI junction, where the middle FI layer serves as a spin-�lter. Our
theory predicts a previously unknown behavior of the di�erential tunneling
conductance when the FI layers are non-collinear. Moreover, we suggest how
to use these structures for the realization of so-called '0-junctions. In addition,
our theory provides an accurate description of the di�erential conductance mea-
surements of an EuS/Al/AlOx/EuS/Al tunnel junction. We obtain diverse infor-
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mation from the comparison between theory and experiment. On the one hand,
we can determine the values for the induced spin-splitting �elds, spin-�lter ef-
�ciency, magnetic disorder, spin-orbit coupling, and orbital e�ects in the super-
conductors. On the other hand, from the magnetic �eld dependence of the dI /dV
curves, we can extract information about the magnetic structure of the two EuS
layers, which turns out to be very di�erent due to the rather di�erent growth
morphology of each layer.

In Sec. 4.3, we show that superconductors with a spin-split density of states
(SS) together with ferromagnetic insulators (FI) may improve the refrigeration
of a metallic (N) island at low voltages. SS-FI-N junctions also open the pos-
sibility to refrigerate the superconductor. Moreover, if the N is substituted by
another superconductor S’ with a gap smaller than the SS gap, the refrigeration
of S’ can be highly enhanced. These results can be applied to improve current
on-chip cooling of metallic components and may lead to many practical applica-
tions where the refrigeration of superconductors is demanded. For experimen-
tal realization of these coolers, the most suitable material combination is Al in
the superconducting regions and europium chalcogenides (such as EuS or EuO)
as ferromagnetic insulators. The normal metal may be Cu. Because of the small
spin-orbit interaction, thin Al shows very sharp spin-split density of states when
placed in contact with the FI, whereas these europium chalcogenides can also
been used as very e�cient spin-�ltering barriers.

In Sec. 4.4, we show that a superconducting wire on top of a F layer with
Rashba SOC at the bottom interface can be used as a Josephson phase battery.
In such a device, the geometry of the S layer of crucial importance to obtain
a sizable '0 e�ect. For typical experimental values of interfacial SOC, one of
these devices where both the S and F layers are present all along the wire would
require of lengths much longer than the superconducting coherence length to
accumulate a non-negligible phase. This situation changes when the supercon-
ducting layers gets interrupted along a distance L. In particular, we calculate the
phase di�erence between two S islands of width W on top of the in�nite F wire
and separated by a distance L. We show that the value of '0 increases with in-
creasing values ofW , L and the exchange �eld in the F layer, ℎ. The possibility to
control the value of '0 with ℎ is of special interest for potential applications. For
ℎ ≠ 0 we �nd that '0 is �nite even for L → 0. This let us predict some prelimi-
nary results on the phase accumulated along a wire of length Lwire where Nislands

of these S islands are placed on top of the F wire, and �nd an optimal value of
Nislands for which the accumulated phase is maximum. This results have been
predicted assuming that the accumulated phase between every two consecutive
S islands is independent and equal to the value of '0 that we obtained before
for the situation where the two islands are isolated. Further research should be
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made on the e�ect that the presence of more S islands around has on the value
of the phase accumulated between two S islands, and on the study of in�nite S
islands at the ends in order to provide an area to connect the phase battery to
the circuit.
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Appendix A

Quasiclassical GF in junctions
between antiferromagnetic ACs

We consider a junction between two antiferromagnetic ACs, where the separa-
tion between impurities, a, remains constant, but their strength changes from
one chain to the other one (ΦL andΦR in the left and right AC, respectively). Both
chains meet at x = 0. The chain propagator of each chain is given by Eq. (3.59),
substituting Φ by ΦL and ΦR in the left and right AC, respectively. The set of
eigenvalues and left- and right-eigenvectors of the chain propagator of the AC
in the left (right) part of the junction that ful�ll,
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and,

⟨
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Here � = ℏvF
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is the energy-dependent decay length and one should note that
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. We can parametrize the value of the quasiclassical GF at the equiv-

alent points of the chain in terms of the eigenvectors of the chain propagator,
Eq. (A.5), as follows:
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Here, m is the unit cell index, X L

2m
stands for the left interface of the magnetic

impurity located at X2m = 2ma and the sub-index s label the left (L) and right (R)
crystal. The unit cells forming the left and right AC are those labeled by n ≤ 0

and m > 0, respectively.

For energies at which |e
±�

L(R)� | = 1, Eq. (A.9) describes modes that propagate
all along the structure. Otherwise, it describes exponentially decaying states by
setting either vL(R)� or wL(R)� to zero to ensure commensurability of ĝ� at the
in�nities. Which one is set to zero depends on whether |e±�L(R)� | > 1 or |e±�L(R)� | < 1.
Indeed, numerical analysis of Eq. (A.3) shows that |e±�L(R)� | ≤ 1 and, therefore, we
can set vL� = 0 and wR� = 0. To obtain the remaining two parameters we require
continuity of Eq. (A.9) across the junction, which yields
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Here d±
L(R)�

is given by Eq. (A.6).

Substituting Eq. (A.10) into Eq. (A.9) we get the value of the quasiclassical GF
at the left interface of every second magnetic impurity, X L

2n
. To obtain ĝ� (x) at

every point inside the unit cell, hence, we have to propagate it from X
L

2n
to x by

means of the BCS propagator, Eq. (3.37), when the propagation is across the su-
perconducting regions, and the propagation-like boundary conditions, Eq. (3.40),
to connect the GFs at the left and right interfaces of each impurity. Such a prop-
agation allows us writing the quasiclassical GF all along the space as follows:
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where |±⟩ and ⟨±̃| are the right- and left-eigenvectors of the BCS propagator
given by Eqs. (3.32) and (3.39), respectively. The expressions of the remaining
constants depend on the side of the juction. The  constants in the AC on the
left (m ≤ 0) read:
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whereas in the right chain (m > 0) they read:
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2�R�m
d
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R�]
, (A.15)

+−

m�
= (c
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R�
)
2

[
2 + ivR�e

2�R�n

]
, (A.16)

−+

m�
= −(c

+

R�
)
2
d
+

R�[
2d

−

R�
+ ivR�e

2�R�m
d
+

R�]
. (A.17)

The remaining expressions for the -s are given in terms of the -s shown in
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Appendix A. Quasiclassical GF in junctions between antiferromagnetic ACs

Eqs. (A.12)–(A.17) and read
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, (A.18)
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−+
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, (A.20)

where Φs = ΦL when m ≤ 0 (i.e., in the left side of the junction) and Φs = ΦR

otherwise. Equations (A.11)–(A.20) provide the quasiclassical GF for the � spin
component of a junction between two antiferromagnetic ACs at any position, x ,
from which we can directly calculate observables like the local density of states,
Eq. (3.42), or the local spin density, Eq. (3.43).
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